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ABSTRACT

The. superpopulation approach with unrestrictive assumptions. is
adopted. Asymptotically robust tests for homogeneity of variances; ie.
standard- EITOr,. grouping and jackknife for cluster samples form. finite
populations consisting on separate clusters are obtained.: The test
statistics are extended for stratified cluster samples as well.

feywords': Asymptotically robust, superpopulation, cluster-
samples, stratified cluster samples, likelihood ratio, Taylor expansion,
central limit law, complex samples, consistent, stratum.

1.  INTRODUCTION.

_ The- first approach to the. problem of  testing the equality of
variances under normality was made by Neyman and- Pearson (1931)
~using the likelihood ratio statistic. Bartlett. (1937) suggested
modifications to  the [ikelihf)od ratio test which improves the
approximation to.the chieéquare; Further refinements were discuissed by
Bishop and Nair.'(\1939), Hartley (1940) and Box (1949). Plackett (1946)
is- a. good’ review paper. Kendall & Stuart (1967 p. 465-69; 1968
p- 97-105) and Plackett:(1960;.Chapter 5) are also worth seeing; Cochran
(1941) and Hartley (1950) introduced methods for the purpose. Pearson
(1931), Geary (1947) Finch (1950), Gayen (1950) and_Box (1953)
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s,-2 =— Zi(x,-ce —-X; )2 - Sample variance . -
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22 Sampling cfesign

The nl clusters are selected fonn N; clusters by snmple random

samp]mg techmque Th’e samples are selected mdependently from both
finite populations. All subumts within each selected c!uster are mcluded
in a sample. = . W ' " ' ‘ ‘

23 .Null hypothesis to be tested

The superpopulatlon approach w1th unrestncnve assumptmns is
adopted; eg Pervaiz (1989) 1t is assumed that x;., are random

variables, whlch lmphes that S 2 are also 'ran‘dom variables, Therefore it

is assumed that S coverge to o2 i as the populatlon size N, oi goes to

infinity. The finite populatlons wnth vatiances S s may be assumed to
be random samples from mﬁmte populatmns cailed superpopulatlons

with variances 0' Then hypothesm of interest is:
H, .o} =1:s2 ' vs HA] ol o}

The approach to mference adopted and oons:sdered su:table is the
p-distribution makmg use of the asymptonc arguments '

N
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conﬂrmed that the tests are, non-robust against non- normality of the
parent populatlons ‘

I . o ‘ i i
For non-norma] populatlons Box(1953) intoduced grouping test
for the equality of variances. Miller (1968) provided Justlﬁcatlon for the

use of jackknife for testing hypothesis on variances.

The aim of this paper is to introduce a homogeneity test based
on Taylor expansion estimation of variance under cluster sampling and
stratified cluster sampling designs when finite populations consist of
separate clusters; and to obtain grouping and jackknife tests under the
said sampling designs. We omit the finite populatibn coi‘rection's'form

the  estimators - of = variance of sample variance,

(e.g. Cochran, 1977, p.39). =

2 ASYD[PTOTICALLY ROBUST TEST STATISTICS UNDER
CLUSTER SAl\f[PLING

21 Notatlon

Al L

The suffix i denotes the finite population, i=1,2.

N; ..~ Number_ of clusters -in finite
. population, "~ i )
'y, v .
n; - Number'of clusters in sample... -
omg L RS ‘ . Observations . in c-th ~ cluster.
. . C?l,Z,.......,[Ti. Tl T N ’
Ny = Zm,-c : .o Finite population size.
T e=1 ] . .
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Sﬁmplé size.
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N . o ' . . . L ) R .
Xice PR . e-th observation of c-th cluster.
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For proof see Pervaiz (1989 a)

Substituting 1"1 and 1"2 » Xy is approxnmately distributed as
Lnysm, -2y Under FI o

Jt

(b) GROUPING =~ ™ ' -
The parent sample is dwlded into number of random groups

/ (It is assumed that n, are divisible by L). The variances for
_ each group of clusters are computed and treated as asymptotically
normal wnth equal means and varlances That bemg 50 under Ho :

& ‘Sz

X= ——— ’ '
N ‘ o
Wt

is approxlmately dlstnbuted as t( ny-2)° Where

z( -57) and

n _1 ¥ :5!
1 ‘ ‘
3'-‘;2 = Slz i o o .|
N4 e . 1 G
By g=i

f) . i &

The asymptotlc dlstnbutlon of X G is xl under H
(© JACKKNIFE

Brlllmger (1966) McCarthy (1966) and Mellor (1973) have
suggested the appllcatlon of _]ackkmfe with complex samplmg de5|gn .
Extensive discussion of _]ackkmfe method is given in G jray and Schucany
(1972), Efron (1 982) and Wolter (1985)
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2.4 Propertles of sample variances

Fuller (1975) gives central fimit laws for c.omplex samples with

large sample sizes. Thus:

ni (57 —62)—=> N(o,T,) as ;> (24.).

Furthermore slz and s% are independent.

2.5 Description of asyihpototically robust tests

(a) STANDARD ERROR

‘From (2.4. D) under H olthe test statistic:

S — 52

Xpp = 77—
TE f 6
m n2

is appmxnmately distributed as t(,, +ny _2), if ) and‘fz are mnsistent :

estimates of the asymptotic vanances of s] Zand 32, respectwely The’

X3 1E 13 asymptotically distributed as 11 under H,. “Theorem 1
prov:des the consistent estimates of T,. '

Theorem 1-

The Taylor expahsion estimate of I is:

Zic ,—z )2 where

c-l

zlc izice’ ’

IC e=]

noicsle—l L YL ‘, e
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of sample. . :
My . S - Observations in ¢-th clustef i in  heth
stratum,
H, . R VR
N;= Z Ny ' Total number of clusters.
Y pmt o T
. H [ R eooaoom " " A '
n = z’: By, . .« Number of clusters in a sample.
=1 @ ’ ' o ) 7 7
N  Number of observations: in h-th
NOi"I = Myp, stratum.
e=1 o . : . - .
n; 7 Number of observations in a
Ry = 2aMy, ~ - * #v - -~ sample from h-th stratum,
. ‘;I H oap Ty ' . : * . o N
N,= Z Non= Z my,. - Finite population size. .
h=1 h=le=1 _ '
. H,; H;nyg o
g = Z Noip = z ﬁ my,. Sample size.
h=1 h=1c=1 ‘
W. = oih - § . .
=N Stratum weight. _
of . .
X ihce . * "e-th observation of c-th cluster of
h-th stratum. e=1,2,....., M
_ 1 I{:m .
‘ X ih. = N Xince, , Mean of h-th stratum.

_ 1. Ry ) . ' - ‘
Xih. == i fx,—hce ' Mean of h-th stratum of sample.

L4 - R T S R

o A am o
Xi. = FZizx"”“ Mean of finite population.

H; Ry M ‘
- W, - "o v oW .
X, = 2 - 2 fx,,,ce Weighted mean of sample. (3.1.1)

X
o
I

2 . . .
=N 2 f f(xahce X0 Variance of finite population. ’
0i h=lc=1 e=\ - .
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The primary,r sampling units are comprised of clusters ofi
elementary units. Let - = o
sz —ns, -(n —1)sI g '

2

‘The s;_, are sample variances by using n; —1 clusters with’ c-th cluster
, omltted The Jackkmfe estnmators are the average of s, P are: -,
. 2' n - . T
5 = n s - .51

The s ‘are approxnmately mdependent and have asymptotlcaﬂy equal

means and variances. That bemg so under H ol “the test statistic:

v 2$ : 2*
X = 5 —5
- J Al rt

| Lo
n L)

" ] : : o, [DRRY v o

is approximately distributed as t(, +n,-2)> Wolter (1985). Where

” 1 n; . | E _'
- 2@,gf c

3. ASYN[P’I'OTICALLY ROBUST TESTS UNDER STRATIFIED

CLUSTER SAMPLING .
, N
‘3.1 Notation _
. W ®
Sl L The sufﬁxldenotes the ﬁmte popultawn,; 12 '
e e e R e _ e
2w - - i Ty
H, ST Number ofstrata
Ny : : . Total number of clusters in - th
' stratum. -

-~ Number of clusters in. h-th stratum
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is approximately distributed as /(, 4, ) under Hy; if "V are
ra

consisfént estimators of V;. The asymptotic distribution of X %E is x12
" under H,. To estimate ¥, by Taylor expansion method applying -
Theorem 1 define

. )2
Zihee = (x,'hce —xl'...) ’

Then
X(Zﬂm Z,},) . (351)

Substituting V and V given as (3.5. ]) Xpg is approxrmately
distributed as {(r +n,~2) under H o2-

®) GROUPING

~ The parent sample from h-th stratum is randomly divided into
groups of size L, i.e.

ng =Lny for L22
It is assumed that »,, are divisible by L. It is assumed that variance for
each group of clusters of h-th stratum, is asymptotically normal with
equal means and variances. That being so the test statistic

W+

Ag=

My ok . . N EE TR
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~

h=1 aih =l e=l

M
s; = Z Xi(xm - xp. " Weighted sample variance.
3.2 Sampling Design |

The n,, clusters are drawn by simple random sampling from
N, clusters. Within each selected cluster all subunits are included in a
sample. The samples are independent from both populations.

33 Null hypothesis to be tested

It is assumed that X;pce are random variables, which implies that

S,-z’s are also random variables. -Furthermore it is assumed that S7

converge to cr,.2 and N becomes larger. Thus the finite populations

with variances S,-z’s may be viewed as sample from infinite populations
called superpopulations with variances o . The hypothesis of interest
is: 2

_ Hozzcrlz =c_-_% vs HAzzo'lz #czz
3.4 | Properties of sample variances

From.(2.4.1)

ni(s? “o2)—2 s N(O,T)) as n, > ® (3.4.1)

Furthermore s?and s3 are independent. Denote ¥, = n; lI",
35 Description of asy}nptotically robust tests
(a)  STANDARD ERROR

Frmrn (3.4.1) the test statistic: - g ‘
P URSAS S

st — s
Xrg=T—

Vl + V2
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4. CONCLUDING REMARKS

Obviously these tests can be extended to find the conﬁdence

intervals for two variances when finite population consist on separate
clusters,
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is approximately distributed as t( ey -2) under H 5. Where

£ —2——-———&(.8‘,”—33, : and_.. |

h=1 nm("m 1) z=1
H
1
Z—-ﬁ ihg
h=1 Ry g=1

The asymptotic distribution of X 3‘; is 112 under H .
() JACKKNIFE

e

Following Wolter (1985) Let

sﬁ:,c = {H.-(".'h - 1}“'1}512 — Hny, - 1) sﬁa;c

~ Where s,-zh_c *s are variances after deleting (h,c) th cluster. The jackknife

C A
estimators are the average of §3, o S5 e.

1 <

2* - 2 ’ S

Sih = Sihc- ‘ "
lh C'.—-I ) -

The sj,.’s are apprommately independent and ha'vé asympotically equal

means and variances. That being so the test statistic: = ¢ 4 7

g8 s , £ PR
st -5 -

. ’V1+V2 | -' BRI .

is approxnmately distributed s {(n, +n, 2) under H 02 Wheré ™

Xy=

cipa - . R ¥ [LE

V=R u.("m l)c-l

H, n, . .
5 .1 R T 7
|4 =2 (s M—-s,,, )1 _and . s_f__._afe Japklgmfe-
esnmators based on'full sample R e -

The asympt‘otlc d_lstrubutlpn of X3 jis 'X.l under H 02
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