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Abstract

This study demonstrated the efficiency of an exponential-type estimator under Ranked Set
Sampling (RSS) design. For the mathematical expressions, the MSE and Bias had been
derived up to 1% and 2" degree approximation respectively. Family of this proposed
estimator has derived also and for efficiency comparison, mathematical conditions have
been derived by comparing various existing estimators under RSS design. For the
efficiency, a numerical comparison was also done by taking 3 real life population data for
high negative correlation, moderate and high positive correlation. On the basis of this
proof, it is revealed that exponentially ratio type estimator is most efficient than all other
existing estimators.
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1. Introduction

The theory of ranked set sampling is a current development that empowers one to provide
more structure to the collected sample units, while in the name is a little inaccuracy as it
is not as much a sampling method as it is a data measurement procedure. Rank set sampling
needs the judgment of ordered elements to obtain an estimate of the population true value.
The method works best when measuring or quantifying a particular element is challenging,
although drawing and ranking the members of a set of a certain size is simple and can be
done with some success. Only one element is quantified in each set, but all components
are ranked. A certain amount of quantified items and a mean for each rank are produced
after processing enough sets. Despite ranking mistakes, the average of these means
provides a fair assessment of the population mean. The technique of ranked set sampling
(RSS) was first suggested by McIntyre (1958) as a cost efficient different from simple
random sampling (SRS) for those conditions where measurements are difficult or costly to
find but (judgment) ranking of units according to the variable of the study say Y, is quite
easy and inexpensive. It is acknowledged that the estimation of the population means using
RSS is more efficient than that the one attained using SRS.

Mclintyre (1958) and Takahasi and Wakimoto (1968) anticipated a perfect ranking of the
elements, that is, there are no inaccuracies in ranking the elements. However, in most
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circumstances, the ranking could not be done perfectly. Dell and Clutter (1972)
demonstrated that the sample mean under the RSS is an unbiased estimator of the
population mean, although there are errors in ranking or not it remains an unbiased
estimator. Stokes measured the situation where the ranking is done based on a concomitant
(auxiliary) variable X as an alternative visual judgment of expertise. For example, at a
risky unwanted, or waste location, it can be possible to rank pollutant levels according to
the degree of waste. Also, it is used in estimating the size of trees in a forest by ranking
their widths. In these examples, the variable of interest (pollutant level or size of the three)
would be highly associated with the associated (auxiliary) variable.

2. The procedure of the ranked set sampling

To generate ranked sets, we must divide the nominated first phase sample into equal-sized
sets. To develop an RSS design, we must therefore choose a set size that is obviously
small, about three or four, in order to minimize ranking error. Call this set size as m, where
m is the number of sample units assigned to each set. Then, we proceed as follows.

Step 1: Casually select n=m*r sampling items from the population.

Step 2: Assign the n selected items as randomly as likely into m sets, each of size m.

Step 3: Up till now without knowing any values for the variable of concern, rank the units
within each set based on an observation of comparative values for this variable. This may
be done through personal judgement or by measuring a covariate that is associated with
the variable of interest.

Step 4: choose a sample for authentic study by taking the smallest ranked unit in the first
set, and then the second smallest ranked unit in the second set, and so on until the largest
ranked unit is chosen in the last set.

Step 5: Repeat steps 1 to 4 for r cycles until the required sample size, n=m*r, is obtained
for analysis. Consider the set size m=3 with r=4 cycles as an example.

3. Background theory of estimators

Let Y;y; be the independent random variables all having the same cumulative distribution
function F(x). The estimated mean of the RSS of the population mean Y is

— 1
yRSS = _Z§=1 Z:rél Y(i)j = l11' (1)

mxr

According to Chen, Z. (2001), y .. is an unbiased estimator.

The traditional Classical Ratio estimator (2009) for the population mean u under simple
random sampling is:

Ysrs = X = L1z (2)

X.

R

Whel’e, }_/SRS =

The Singh and Tailor (2003) type ratio estimators of population mean u that is converted
in RSS expressions by Khan et al. (2016) using the unbiased type of Hartley and Ross
(HR) in (1954).

3_’Sin(RSS) = r_(i) X =l (3)
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The Sisodia and Dwivedi (1981) estimator existing in Simple Random Sampling is
converted in RSS.

Vsprss) = 1 X' = lia 4)

The existing estimator of Kadilar and Cingi (2009) proposed by Khan et al (2016) in
unbiased Hartley and Ross (HR) type form under RSS is

Vierss) = 12 X" = lis )

The Singh and Taylor (1999) ratio type estimator existing in Simple Random Sampling
(SRS) and it is converted in Ranked Set Sampling (RSS).

_ Y =
YsT(RsS) = (f(i)(ip) X +p) =l (6)

The Bhal and Tuteja (1991) exponential ratio type estimator converted into RSS.

_ = (X)) _, e

YBT(RSS) = YV[i] €XP [(’?Jf—f(l)) =ly7 (7)
The Kadilar and Cingi (2009) estimator is converted in RSS for making comparison with
the proposed exponential ratio type estimator.

(a)?+b)—(af(i)+b) _ e
[(a)?+b)+(af(i)+b) = lLg (8)

Ykc(rss) = YV[i] €X
3.1 Some useful notations and expectations
The unbiased estimator of the population mean u is given by,

Yim1 X% Y(iyj

Yrss = = - (9)

_ 1

XRss = EZ§=1 Yis1 X(i)j (10)

— 1

Ty = = Lj=1 Lie1 () (11)

Vi

= (12)
®

where, %; = (¥p+Cy), X' =X+C,

rs =21 (13)

o)

where, xjy = (X;)Cx +p)and X" =XCy +p.
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The weighted terms occurred due to ranking the objects and because of the ordered
distribution in the ranked set sampling are given by

. 2 _ 1 5\2
(I) Wy(i) - (m2r)72 ﬁl(.uy[i] - Y)

. 1 2
(“) W,%(l) = (M2r)«X2 Zﬁl(ux(l) - X)Z
_ ZE =D =X)

(i) Wy === J(/mzr) X

To obtain Bias and MSE of the estimators, the useful expectations under RSS are:
Vi = V(1 +e), Xy = X(1 + ey).
E (eo) =E (e1) =0, E (€§) = yej-wyqy, E (ef) = ycZ-wiy.
_ 1
E (eoe1) =y ¢yx — w, Where y = —.

In the next section the bias and mean square errors of the above estimators are discussed.
3.2 Bias and mean square error expressions

The variance of [;; by using the above expectations under RSS is obtained as:

V (lL41) :72()’532/ - 32/[1']) (14)

The mean square error (MSE) and bias of [, up to 1! degree and 2" degree approximation
respectively are given as:

MSEy s = aV?{cj + ¢ — 2¢y,)} (15)
f

where, a =1—=.
n
Bias in ysgs = a¥{ci — cyx} (16)

The mean square error (MSE) and bias of ;5 up to 1 degree and 2" degree approximation
respectively, under RSS design are given as

MSEy,, = Y*[(vcs —wiy) + (e = wigy) = 2(¥eyx — Wyx)] (7
.. (N-1) . _ = =
Biasin l5 = —m(}’[i] - T(i)x(i)) (18)

The MSE and Bias of [;, turned into RSS design using expectations in Section 3.1
respectively are

MSEll4 = 72{(_)/C32/ - szl[i]) + gZ(ycg - 9?(1')) - Zg()/ny - Wyx(i)) (19)
where, g =

X+Cy
Bias in lia = gY[g( ch'Wf(i)) - (chx - Wyx(i))] (20)
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The MSE and Bias of [, turned into RSS design using expectations as well are

— XCy XCy
MSE115 = YZ{()/CE, ) + (XC +p) (ch - x(l)) ch+p)(ycyx - Wyx(i)) (21)
and
.. n(N 1) "
Biasin l;5 = oD (y(l) rzsx(l-)). (22)

The MSE and Bias of [, turned into RSS design to make comparison with the proposed
are given by

_ X

MSE116 = YZ{(YC)Z/ ) + (X+C ) ()/Cx - x(l)) ()?+Cx) (chx - Wyx(i))} (23)
.. X S

Biasin ;¢ = Tip [X_+p (yei- f(i)) = (VCyx — Wyx()] (24)

The MSE and Bias of an exponential ratio type estimator of I,,° respectively are given as

MSE, e =Y? [(VCJZ/ - Wﬁ[i]) + i (vei —wiw) — (veyx — Wyx(i))] (25)
p— . 2— 2 .
Bias in [,,° = 7[— 12 ZWy 0 4 3(ycx8wx@)] (26)

The MSE and Bias of an exponential ratio type estimator of ,5° respectively are given as

MSE, e = 72[(yc32, - Wﬁ[i]) +8(yc2 - Wf(l-))(S — 2H,,,] (27)
ina i e _ i 2 2 2
Biasin lig° = Y{=8(ycyx — wyx) + (1 + 8 (v —wiy)} (28)
Where H — p (YCJZ/—W:f,[i])l/Z y7£X p _ ‘yny—Wyx(i)
y yx yx (ycg_wi(i))l/Z > 9 yx {(yc}%_w;[i])*(VC%_W)ZC(D)}“Z’
and § = —2%
2(a X+b)’

In the next section new family of estimators is obtained and shows some estimators
discussed in section 3 are special case of it.

4. Proposed class of estimators

The proposed estimator is given by
1 1

Ykss = yexp [0{—

T pa] (29)
Xh+(a—1)fh(i)

where 6, a, h are some auxiliary constants. These constants are used to make a family of
estimators by giving some numerical values. By converting above equation in to ej’s, it
becomes

1 1
Fhss = V(1 + eg)exp [9{ Xa-Qre)d }] (30)

X%(1+(a—1)(1+e1)ﬁ)

Xh—xh@)
1

Expanding up to 1% order and after simplifications it becomes
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_ = t t t
Vhss = Y (1 ;‘ eq) exp[— et ﬁelz - 5912] (31)
where, t = -

a
}_]}I;SS = 7 + Yeo - 7%81 (32)

Taking expectation on both sides of equation (31)

E(J_’zlejss -Y) = YE(eo) - Y%E(%)
E(Vgss) =Y . (33)

Hence proved from above result that yfe¢ is an unbiased estimator up to 1% order of
expansion. For MSE taking square and applying expectation on both sides of (31)

_ = = t
E(ygss - Y)Z = YZE(eo - ;31)2

MSE e ) = r? [(VCJZI - W;[i]) + ;_22 (vez —wiw) — 2 % (veyx = Wyx(i))] (34)
To obtaining bias expand (29) up to 2" order after simplification.

Thos =V =Ve, =702 —a)5e1 — V(0) 5.2 — VO(2 — a)+ (eey) (35)
After applying expectation on both sides of (34), we get

Bias in yss = —7(9)%[% (VQ% - Wf(i)) +(2- a)(Vny - Wyx(i)) (36)

In the next session optimal mean square error is obtained to meet the objective of minimum
MSE.

4.1 Optimum mean square error

For obtaining minimum MSE it is required to partially differentiate (33) w.r.t the t, after
that put equals to zero, we obtain

QMSEe ) _ g , X e, 5 ¢
—, =Y [(VCy - Wy[i]) Tt (vez - Wx(i)) -2 (chx - Wyx(i))] (37)
p = Torwine) (38)

(VCJ%‘Wazc(i))

After substituting the (38) in to (34), it becomes

MSE(J_’}I;SS)OP’: =y? (}/632, - Wj[i])[l - pz] (39)

()/ny _Wyx(i))z
where, p = 40
P \/ (vez-wie)(r3-wiy) (40)



50 Afzal and Masood

4.2 Family of proposed estimator
A family can be determined by giving some numeric values to auxiliary constants.

Remark 1: when 6 =1, h=1, a=2 then the proposed estimator turns in to existing
estimator [;,° mentioned in section 3.

P  _ = 0]
YRrss = Y€Xp [)?+ o ] (41)

By substituting these values in equation (33),
Y4 1
MSE(T’}?SS) =V [(VC; B )%[i]) + 2 (VCJ% - Wa?(i)) - (chx - Wyx(i))] ' (42)

Remark 2: when 6 = 1, h =1, a=1 then the proposed estimator turns in to simple ratio
estimator mentioned in equation (3) as l,5. By substituting these values in equation (28)

Thss = yexp [~ ] (43)
MSEr y = Y?[(ve —wyp) + (veZ — wiw) — 2(¥eyx — wyx)] (44)

5. Efficiency comparison

The yk¢s is more efficient than existing 13, l14, lis, Lig, 1175 and 1;g° if the following
conditions hold respectively.

) 2
i (re2 - whp) (1-5) = 2(reye — Wyx)(1—2) 2 0
2
i- (g - ek —wiy) — 209 =D (¥Cyx — Wynp) 2 0
- X X 2 X X
ii- (G 1) e = wie) — 2{(305) = 7 (reye = wy) 2 0
! _
iv- (12 - %)(yc,% — Wﬁ(i)) —-2(l - %)(ycyx - wyx(l-)) >0, wherel = )%p
1 t2 2 2 t
V- G e = win) =20 = D (reyx = wyx) 2 0
2
Vi- S(yc,% - W,f(l-)) (6 —2H,, — %) + 2%()/63,,5 - Wyx(l-)) >0

The estimator yssis more efficient than ygpg if

1
2 2
N(C§ +¢f = 2cy) < (Wyp + W) — 2Wyxn)-
6. Numerical illustration

To observe the performances of the estimators we use the following three real life data
sets. The descriptions are given in the following tables.
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Table 1: Population sources with characteristics.

Population 1 Population 2 Population 3

Source: U.S.
Environmental Protection
Agency, 1991

Source: William.G,Cochran Source: Applied Linear
Sampling techniques, 1909 Statistical Models 2004,

51

% pg-1348, dataset 1
£ X Y X Y X Y
% Weight MPG  Weekly family ~ Weekly Average Average
S income expenditure no. of beds no. of nurses
N=83 N= 36 N=113
Y 33.8420 27.4909 173.2480
X 31.0494 72.5454 252.1680
p -0.9128 0.2521 0.9155
Cy 0.2959 0.3629 0.8003
Cx 0.2617 0.1436 0.7613
Cyx -0.0707 0.01314 0.5578
|4 100.2432 99.5226 19223.21
Vx 66.02843 108.4904 36859.2
Table 2: Different samples and MSE’s results for population 1.
n 9 12 15 30 12 16 20 40 15 20 25 50
MSE
MSEZ11 596 092 359 176 364 272 217 109 250 1.87 1.48 0.75
MSE112 11.14 251 6.68 334 835 6.26 501 250 6.68 501 4.01 2.00
MSEl13 1.82 849 108 054 135 100 081 040 106 0.80 0.64 0.31
MSEl14 1.82 453 108 054 134 100 080 040 106 0.79 0.64 0.31
MSEl15 220 157 129 064 136 1.01 0.80 0.41 098 0.72 057 0.28
MSEl16 1.83 137 109 055 136 102 082 041 108 081 0.65 0.32
MSEl”e 278 015 166 082 182 136 1.09 055 133 099 0.79 0.39
MSEllge 397 290 238 117 249 186 148 0.74 176 131 1.04 0.53
MSE . _p 099 072 059 029 061 045 036 018 041 031 025 0.12
(¥rss)opt
Table 3: Different samples and MSE’s results for population 2.
n 12 15 9 12 16 20 15 20 25
MSE
MSE,; , 4.54 3.62 6.21 3.70 2.89 2.24 2.60 1.89 1.53
MSE,, 8.29 6.64 11.06 8.29 6.22 4.98 6.63 4.98 3.98
MSE,,, 6.68 5.34 8.98 6.38 4.83 3.83 4.98 3.70 2.97
MSE,_, 6.68 534 898 637 48 383 497 370 297
MSE,,, 430 343 58 352 274 213 248 180 146
MSE,,, 6.67 5.34 8.96 6.37 4.83 3.83 4.97 3.69 2.96
MSE, e 5.45 4.36 7.38 4.92 3.77 2.96 3.71 2.74 2.20
MSE, e 477 3.81 6.50 4.03 3.12 2.43 2.90 2.12 1.71
MSE 4.25 3.39 5.82 3.47 2.70 2.10 2.44 1.77 1.44

_p
(Frss)opt
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Table 4: Different samples and MSE’s results for population 3.

n 9 12 15 30 12 16 20 40 15 20 25 50

MSE
MSEI11 1216 9222 7355 3694 7514 5549 4512 2282 520.1 3895 309.3 1547
MSEI12 2136 1601 1281 640.8 1602 1202 961.2 480.6 1281 961.2 7689 3845
MSE113 3456 259.2 207.6 103.7 258.8 1940 1553 77.7 207.0 1551 1240 62.0
MSEZ14 3449 2586 207.1 1035 2582 1936 1549 775 2065 1548 1237 619
MSEI15 4274 3235 260.7 130.0 2644 1940 1588 811 1864 1375 1083 54.3
MSE116 3448 2585 207.1 1035 2581 1935 1549 775 2064 1547 1237 619

MSE; e 5032 379.9 3044 1523 3337 2474 2003 1012 2461 1836 1459 73.0
MSE, e 3524 2648 2126 1061 2521 1881 1513 761 842 1467 1169 585

MSE _p 196.8 1493 1190 59.7 1216 898 73.0 369 1965 620 50.1 25.0
(FRrss)opt

7. Conclusion

Using all three given populations, the proposed estimator is more efficient due to its
minimum MSE. It is also concluded that the proposed exponentially ratio type estimator
IS most preferable over its competitive estimators under RSS. Thus, exponentially ratio
type estimator gives better results than other ratio type under RSS design. In this study,
ratio type existing estimators by Bhal and Tuteja (1991), Kadilar and Cingi (2009), Singh
and Tailor (2003), Khan et al (2016) unbiased HR ratio type estimators and Sisodia and
divedi were experienced with high positive, high negative and moderate correlations. It is
illustrated by using these three correlation levels that MSE of proposed estimator is
minimum than all other existing MSE’s under RSS. Also, it is revealed by above
numerical results that RSS design gives minimum MSE’s than SRS design, so that RSS
design is better than SRS design. At the end, it can be said that the proposed estimator can
give a better practice for more studies.

Appendix A
In this section different sample sets with some useful information are given.

Table A.1: Different 12 sample sets of population 1 with characteristics.

n 9 12 15 30 12 16 20 40 15 20 25 50
m 3 3 3 3 4 4 4 4 5 5 5 5
r 3 4 5 10 3 4 5 10 3 4 5 10

W,E(i) 0.0037 0.0028 0.0022 0.0011 0.0034 0.0025 0.0025 0.0011 0.0030 0.0022 0.0018 0.0009
WJZ,[L-] 0.0045 0.0035 0.0027 0.0014 0.0041 0.0031 0.0020 0.0012 0.0036 0.0027 0.0022 0.0011
Wyy 0.0041 0.0031 0.0024 0.0012 0.0038 0.0028 0.0022 00011 0.0033 0.0025 0.0020 0.0010
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TABLE A.2. Different 12 sample sets of population 2 with characteristics.

n 12 15 9 12 16 20 15 20 25
m 3 3 3 4 4 4 5 5 5
r 4 5 3 3 4 5 3 4 5

Wf(i) 0.0009 0.0007 0.0012 0.0011 0.0008 0.0006 0.0009 0.0007 0.0006
Wj[i] 0.0050 0.0040 0.0064 0.0061 0.0044 0.0036 0.0053 0.0041 0.0033
wy, 0.0021 0.0017 0.0028 0.0025 0.0019 0.0015 0.0022 0.0017 0.0013

TABLE A.3. Different 12 sample sets of population 2 with characteristics.

9 12 15 30 12 16 20 40 15 20 25 50
3 3 3 3 4 4 4 4 5 5 5 5

3 4 5 10 3 4 5 10 3 4 5 10
Wf(i) 0.0274 0.0202 0.0160 0.0081 0.0255 0.0193 0.0153 0.0076 0.0230 0.0172 0.0138 0.0069
W}%[i] 0.0307 0.0226 0.0000 0.0090 0.0283 0.0215 0.0170 0.0084 0.0254 0.0190 0.0153 0.0077
Wyx 0.0289 0.0214 0.0000 0.0086 0.0269 0.0204 0.0161 0.0080 0.0241 0.0181 0.0145 0.0073

>

3

=
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