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pattern so we moved towards model fitting. Autocorrelations and partial
autocorrelations of both data are plotted for identification of suitable
ARIMA model. ARIMA (1,0,0) and ARIMA (1,1,0) are applied and their
validities are checked again by plotting autocorrelations and partial
autocorrelations of residuals.

By comparing all the models applied on the data of the year 1999
we conclude that ARIMA (1,0,0) is the best-fitted model similarly. for the
year 2000 we conclude that SES and SEST are the best -fitted models.
Graphs of best-fitted models and actual values are plotted to make
comparisons between the selected models.
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A SIMPLE PROCEDURE FOR UNEQUAL PROBABILITY
SAMPLING WITHOUT REPLACEMENT AND A SAMPLE OF

SIZE 2.

.Muhammad Qaiser Shahbaz and "Muhammad Hanif

ABSTRACT: A new selection procedure has been developed for use with
the Horvitz - Thompson estrmator and a sample of size 2. Some important
results have been verified for the first order and second order inclusion
probabilities. Empirical study has also been carried out to see the performance
of the new selection procedure in comparison with some of the famous
selection procedures available in the literature.
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1. INTRODUCTION

Horvitz and Thompson (1952) provide the basis of unequal
probability sampling without replacement when they developed following
estimator for population total:

, " Y;
-"flT == LJ- ,

ITIE.\" I

where IT, is probability of inclusion of i-th unit in ihe sample.

Horvitz and Thompson gave following variance formula for estimator (1.1)

\f(\~T)= f (I - IT,) Y/ + f L (ITu - IT,IT J \Y,
i=l Tti i.j=l 1tj IT) .

j;t:.i

an alternative expression, for fixed n, given by Sen (1953) and
independently by Yates and Grundy (1953), is:

l 'J'
,y Y Y

\f(v~r J=I;I;(n:;ITj -IT;;) -; __ J. (1.3)
pi 1t1 ltj

An unbiased estimator for variance given in (1.3) was proposed by Horvitz
and Thompson. The estimator is given as:

(
I) 'fl-IT, , "ITIj-IT,IT;

Ft.lrHT Y/-IT =L. --,-Yi +LL -----Yi Yj
j=J IT; i=I)=[ ltjITjITij

j:J;i

The variance estimator given in (1.4) is unbiased for variance given
in (1.2) but it may assume negative values for some of the pairs. An
unbiased estimator for variance given in (1.3) was proposed by Sen (1953)
and independently by Yates and Grundy (1953). The estimator is given as:
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2. NEW SELECTION PROCEDURE FOR n = 2

(
/ ) I " Tr iTt j - Tr ij lY i Y j j'

varlW; YilT =-LL, ' -, --, (1.5)
2 I="'Ij=l nil 1[j rr.l

i ct I

The estimator given in (1.5) is rarely seems to assume negative values.
Since the time of introduction of Horvitz and Thompson estimator a
number of selection procedures have been developed which can be used
with this estimator. A comprehensive bibliography of these can be found in
Hanif and Brewer (1980), Brewer and Hanif (1983) and Shahbaz (2001).
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After some algebra we have:

41',1'1 [I I J
Kij = -,-, - I - 41', + 1- 4 I' I
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In this section we have verified some of the come results for the quantities
71:, and 71:'j obtained under the new selection procedure. These results are
very important for validity and applicability of a selection procedure.
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In this section we have given a new selection procedure for use
with the Horvitz - Thompson (1952) estimator and a sample of size 2. The
new selection procedure is given as under:

Select first unit with probability proportional to 21',(I - 1',)
\- 41',

Select second unit with probability proportional to size of the
remaining units.

I

(2.1 )

~[2P'{I+ 1 +2~ 1', }l
= L. h 1-41' L.,' 1-41'

1=1 , 1=1 }

= f,,~1',[1+-I--~-'-)i+2t,-I__':_II'-J = 2

N

LIT,
i=\

Result-2: The quantity 71:'j' obtained under this selection procedure,
tV

s'atisfies the relation L Jr 'I = (II -1)Jr, .
j=J
17:-i

Proof: Consider (2.3) as:

41';/', [1 1 J
lr'j = -- + (2.3)

b 1- 4 1', I - 4 Pj

Summing Jr'i when Ci '" i):

IV

Result-1: LJr; = II for this selection procedure.
i=!

, Proof: To prove this result considers (2.1) as:

2V [ I N PI J71:,= --' 1+---+2L---
" 1-41', ,=,1-41';

Summing both sides:

(2.2)

(2.1)
1pi,pI < ,-, 4Flr

2p,(_I-_'_)i) 21',_(1_-1';)
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After simplific"tion we obtain

2pl I ,v 1', ]
71:,= -' 1+ +2

b 1- 4 Pi ~, I - 4 P,
N P

where b = \+ 3L '
'=11-41',

The expressions for Tr, and TrU are derived as:

21',(1-1',) 21'/(1-I'J
1-4/" ,v \-41' I'-~, -+L ' ,-,

f 21',(\ - 1',) , = I f 21', (I - 1',) 1- P,
~ . I"" LJ .
i=1 1-41', ,1-4,)

I I = I I

iii!



'",I

2. NEW SELECTION PROCEDURE FOR n = 2

(
/ ) I " Tr iTt j - Tr ij lY i Y j j'

varlW; YilT =-LL, ' -, --, (1.5)
2 I="'Ij=l nil 1[j rr.l

i ct I

The estimator given in (1.5) is rarely seems to assume negative values.
Since the time of introduction of Horvitz and Thompson estimator a
number of selection procedures have been developed which can be used
with this estimator. A comprehensive bibliography of these can be found in
Hanif and Brewer (1980), Brewer and Hanif (1983) and Shahbaz (2001).

49

(2.3)
I

1'" 1', < -
4

.1'1/'

3.

After some algebra we have:

41',1'1 [I I J
Kij = -,-, - I - 41', + 1- 4 I' I

A Simple Procedure For Unequ<.1> Jbability

SOME RESULTS FOR NEW SELECTION PROCEDURE

In this section we have verified some of the come results for the quantities
71:, and 71:'j obtained under the new selection procedure. These results are
very important for validity and applicability of a selection procedure.

Muhammad Oaiser Shahbaz, Muhammad Hanif48

In this section we have given a new selection procedure for use
with the Horvitz - Thompson (1952) estimator and a sample of size 2. The
new selection procedure is given as under:

Select first unit with probability proportional to 21',(I - 1',)
\- 41',

Select second unit with probability proportional to size of the
remaining units.

I

(2.1 )

~[2P'{I+ 1 +2~ 1', }l
= L. h 1-41' L.,' 1-41'

1=1 , 1=1 }

= f,,~1',[1+-I--~-'-)i+2t,-I__':_II'-J = 2

N

LIT,
i=\

Result-2: The quantity 71:'j' obtained under this selection procedure,
tV

s'atisfies the relation L Jr 'I = (II -1)Jr, .
j=J
17:-i

Proof: Consider (2.3) as:

41';/', [1 1 J
lr'j = -- + (2.3)

b 1- 4 1', I - 4 Pj

Summing Jr'i when Ci '" i):

IV

Result-1: LJr; = II for this selection procedure.
i=!

, Proof: To prove this result considers (2.1) as:

2V [ I N PI J71:,= --' 1+---+2L---
" 1-41', ,=,1-41';

Summing both sides:

(2.2)

(2.1)
1pi,pI < ,-, 4Flr

2p,(_I-_'_)i) 21',_(1_-1';)
1-41', 1', 1-41', 1',--~- .--+---~-'--i2pi(I-!"l 1-1', i 21'/11:-1';) I-I',

i=' 1-41', '_' \-4/,, - ,

Ttj =

lr'j = Pi Viii + Pi p;lj =

Again

After simplific"tion we obtain

2pl I ,v 1', ]
71:,= -' 1+ +2

b 1- 4 Pi ~, I - 4 P,
N P

where b = \+ 3L '
'=11-41',

The expressions for Tr, and TrU are derived as:

21',(1-1',) 21'/(1-I'J
1-4/" ,v \-41' I'-~, -+L ' ,-,

f 21',(\ - 1',) , = I f 21', (I - 1',) 1- P,
~ . I"" LJ .
i=1 1-41', ,1-4,)

I I = I I

iii!



50

N N I4I' I' {I I}l
~ITii=~l ;, '1-41',+1-41'; J
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Result-3: The quantity 7t'i' obtained under this selection procedure,
tV

satisfies the relation LL IT ii = II. (II. - I) where n is the sample size.
i=lj=1
i7' i

Proof: The proof immediately followed from results (1) and (2).

Result-4: The Sen _ Vates - Grundy variance estimator is always positive
under this selection procedure:
Proof: The Sen-Vates-Grundy variance estim~tor given in (1.5). The
quantities IT,and ITii under the new selection procedure are given in (2.1)

and (2.3). Now, the Sen-Vates-Grundy variance estimator is positive if:

Il, 1l, -Il,j >0
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1ti]'[j-1tij =

_4_p_,_p_j[Hl+-I_-~-I'-'+B}{I+-l-_-~-P-)+B}-{-I_-~-P-'+-I--~-P-J]

(3.1)
2 (1- 2 Pi - 2 Pi)]
(I - 4 P, )(1 - 4 P j )
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=
4Pi Pi [I {( )' 2(B+l)(1-2Pi -2P,)+I}--' - B+I-+---~-_-

b b . (1-4p,)(1-4pj)

1II0W since the first term within the main brackets of equation (3.1) is always
greater 'than or equal to the second term therefore (3.1) is always non-
negative for all values of Pi and Pj, making Sen-Vates-Grundy variance
estimator non-negative for all samples. Further, it has been numerically
checked that the relation 1li 1lj -Ilii ~O is true for all values of 7th 7t; and 7t,;

for this selection procedure.
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