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A MODIFIED MURTHY ESTIMATOR OF POPULATION
TOTAL IN UNEQUAL PROBABILITY SAMPLING

Hina Muzaffar and Muhammad Qaiser Shshbaz

ABSTRACT A Modified Murthy Estimator of population total has been
developed for use with urequal probability sampling. Design based
expectation and variance of the Maditied Murthy estimator has been obtained.
The empirical study has also been carried out to see the relative performance
of this estimator. it has been found that the tuw (Modified Murthy) estimator
perfarms better for populations having negative skewness and negative
kurtosis. )
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1. INTRODUCTION:

A lot of work on unequal probability sampling estimator has been done
since early forties. Hansen and Hurwitz (1943) were the first to introduce
the use of unequal probability sampling estimators. Midzuno (1952), Sen
(1952a, 1952b) generalized the Hansen and Hurwitz (1943) scheme to
sampling a combination of n elements from a stratum with probability
proportional to size (pps} of the combination. Sen (1952¢c) further
generalized the scheme for obtaining an. unbiased estimate of the
population total when the first r units are selected with pps and the
remaining p-r units are selected with equal probability and without
replacement. He also derived expression for an estimate of the variance of
the estimate. Horvitz and Thomson (1952) presented another technique for
dealing with the problem of selecting n p.s.u.'s without replacement and
with varying probabilities from a finite population. Sen (1954} derived
expression for the unbiased estimate of the variance referred by Sen (1953)
and showed that this estimate was always positive. He also gave a biased
estimator for the sampling variance, which was more efficient than Horvitz
and Thompsen's unhiased estimate of the variance. Hartley and Rao {1962)
derived expression for the variance of the estimates of the population total
together with variance estimates for the selection procedure. Rao (1972}
showed that the generalized w ps sampling strategy consisting of the
design with m;, the probability of inclusion of the ith unit in the sample,
proportional to the modified size together with the corresponding Horvitz-
Thompson estimator, is superior to the symmeterized. Hanif and Brewer
(1979) presented a general theory of sampling with unequal probability,
which allowed population units to appear more than once in sample. They
presented two estimators for use in both single stage and multi-stage
sample design.
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Shahbaz and Hanif {(2003a) developed a new estimator of population total
and obtained design based expectation.and variance of the estimator.
Shahbaz and Hanif {2003b) developed approximate formulae for the
variance of Horvitz-Thompson estimator by using the first order inclusion
probabilities. They also checked the validity of the formulae through
empirical study.

Shahbaz and Hanif (2004) has given a selection procedure for use
with Horvitz-Thompson estimator by merging Brewer (1963) and Durbin
{1967) selection procedures.

2. MURTHY ESTIMATOR

A Modified Murthy Estimator of population total have been
developed by using the estimator of Murthy (1957), which is defined as:

o] ZP(S\ i)y, (2.)

! o —
P(S))

where P(.s“i) is the probability of obtaining a sample “s” given that

ith unit has been already selected and P(s) is the probability of obtaining a
sample “s”.

Murthy (1957} used the Yates—~Grundy {1953) draw-by-draw
procedure 10 obtain following unbiased estimator of population total for a
sample of size 2

L(1~p,)+i;"4(1—p,.)

P f :
r SV = (2.2)
| (2* p, =P, )

2.1 Modified Murthy Estimator

The Modified Murthy {tum) estimator has been deveioped by using
Shahbaz (2002) selection procedure, The Murthy estimator for sample size
2is:

_ Py + PSIDY, 23
P(S)

e
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Modified Murthy estimator has been obtained by using Shahbaz
(2002) seiection procedure given as follows:

2/’.'(1_ P,-)

Select first unit with probabiiity proportional to ———— ~— "~ — q

1-4p.

i

Select second unit with probability proportional of reimaining units.

For this selection procedure:

Plsf)=5 . | Y
- P, 1-p,
2p.p, 1 1

P(s)= —1
E b 1-4p, 1-4p

220 (1—-p
where [ = Z—__‘: ( " r)
) i=1 — ])i.

Substituting these values in Murthy estimator given in (2.3) a modified
estimator is defined as:

I)(‘|l4pr,)(1—4p!) v(ad=p) v o(I=p)
= +
o4(1-2p - 2p Wi=pHd-p) 2 7,
4)

This estimator is a slight modification of the Murthy (2.4) estimator and it
requires verification:

In case of {?; = P, =—for sample size n=2, the estimator obtained in
N

(2.1.1), reduce to the estimator for the total in simple random sampling, i.e.

!.:\I,\I {mm = g(\ + .\." )

2.2 Variance Of The Modified Murthy Estimator
The estimator is an unbiased estimator of the population total

i.e E(tym) =Y.The variance of the estimator is obtained as:
Var (tum)= E(tun °) — [E(tu)
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P P 1
R PR 2P P
I R RN, PG P PR
2= =1 2P.vP,' 1 1 b 1-48 1—4P’.
iz - +._u___—
_ i b 11-4P 1-4P
¥ -

After simplification we get

b< Y‘ Y,Y,
V)= EZD{ _ s 2C”PP} e

i=l J=1 A
J#i

where

A = b(1— 4P )1 —4P,)-4P(-2F — 2P, X1 P )P 8)
(1— Py (-4PX1-4P P .
B, = p(l—ap Y1 4P, )= 4 -2P - 2P X1- P, )P, o
| be(l— P, Y (1-4PYi—4P)
C.:—b(l 4P)(l 4P)+4(1-2P - 2P (B (= )(28)
(- P Y- P XL — 4P N 4P;)
PP (- 43 X1—4P,) 09)

T —2P -2P

2.3 Verification Of Variance

in this section it has heen verified that V(tww) to variance of SRS for

|
P = P, =— which is an essential condition tor correctness of the

expression developed.

|
For P, = P; =§, Ay, B; and C; are given as:

N(N.-2)
(N=1)

Ajj =
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Since R-:P,ZLZ>B,~,-=1V~(N—_—%)
N ' (N -1y

. N(N=-2)

LoV =ty

1 N-4

"N N

Substituting the values of A, B;, C;and D, in (2.2.1)

V(ta g N-I 1 N-4
| (V=4 N | W

(v-1 & (v &Y ( g

J#

i=l =
i

In case of simple random sampling, for n=2 the variance of the total is
=-— /g
2N

Where

) | =
S = Y, — Y
' ’)N( i=l ;
Jei

It can be seen that the variance formula reduces to the expression of

l

Simple Random Sampling for P, = P, = — . Hence the formula is true.

3. EMPIRICAL STUDY

The Modified Murthy estimator is developed. This estimator has
been compared with the following estimators.
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Hansen- Hurwitz Estimator
Horvitz-Thompson Estimator [YG-bdb]
Horvitz -Thompson Estimator [BDS Proc]
Rao -Hartly -Cochran Estimator.

Raj Estimator

Murthy Estimator

oo BN

3.1 Populations Selected For The Study:

For the empirical study of the tym estimator twenty populations are
selected from standard textbooks with regard to different measure; all the
populations are natural.

The efficiencies of above developed populations has been
compared with various estimators by using some standard populations.
The complete result of these analyses has been given in the following
table.

Table 1: Population variance Of Different Estimators

Horvitz. Modified Best

Hansen- itz- Horvilz- Rao-Hartly Murthy
Hurwitz Thompson | Thempsan Cochran Murthy
YG BDS

! [@I_mmﬂ-mﬂmﬁmm
Eﬂﬁ_m_ﬂﬁ_ﬂﬂ_ﬂlﬁ-ﬂ_

Eﬂ_ﬂii_ﬁiﬂ_ﬁiﬂ_ﬁm-ﬂiﬂ_l@mm
n-ma"_ﬁn_mxm Ta2go [ Eaez3 [ Murthy |
19948 mm-m—mx_um-m_nm-m_
[ Tatrar | tedsal__ mmi--mm
|~ 3atesais | sreeeazs | STOR6S
-5 | aavuzsee | asooezs | 427l ln-iil‘l‘ﬁl Mod.Murthy
mmmn@mmm-nm Mod Muriny
n--m_m_mm AT VG

From above resuits we can see that the Modified Murthy Estimators
performs petter than the other estimators in 60% of populations. The Rao-
Hartly-Cochran estimators performs better than the other estimators in 20%
of populations whereas as the Horvitz-Thompson estimator under the
Yates-Grundy draw by draw and Murthy estimator performs better in 10%
of populations. .

4. CONCLUSIONS:

We conclude that the Modified Murthy estimator give simaller
variance for the populations having negative skewness and negative
kurtosis when compared to the other estimators. While Moditied Murthy
estimator provide jarger variance for the populations having positive
skewness and negative kurtosis on the comparison.
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