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DEMAND FOR MONEY IN PAKISTAN

By

SAYYED ASAD HUSSAIN.

Cooley and Leroy (1981), have questioned the
authenticity of results of demand for money studies. They
contend that. authors tend to report only those results that
support their theoretical beliefs"The ample proof of a negative
relationship between money demand and the rate of interest
may thus be because of author bias. A survey of demand for
money studies of Pakistan seems to support this contention.
The following extracts from two studies reflect the possible
theoretical bias of the authors;

Mangla (1979), for example, on reporting a "wrong"sign for the. '

interest rate, adds th~ footnote:

."Although two wrongs do not make a right, it is
interesting to note that similar unexpected signs of the
interest rate coefficient have also been obtained by Abe,
Fry, et al." (pp. 28, fT9).

AslifaqueH. Khan (1980)reports:

"We also tried rg (the annual yield on govt. bonds).
Though it was statistically significant, it possessed the;

"'Assistant Professor in Economics Ba,hauddin Zakariya UniversityMultan
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wrong sign. Results of the regression incorporating rg
are therefore excluded." (pp. 33, ff. 14)

One reason for conducting this study therefore is to
establish the relationship between money demand and interest
rate in Pakistan without partiality towards established theory.
After .all, Pakistan is a developing country, with characteristics
different from those of developed countries. Results which are
contrary to established theory may indicate the need for a new
theoretical framework. Or they may simply indicate the need to
modify the function.

The second reason for conducting the study is to try and
compare results obtained from different studies to see if results
can be corroborated by each other, Previous studies were mainly
for the pre-1971 period, using All Pakistan data. Khan (1980)
conducted his study for the period 1959-1978, but his results .
cannot be compared with the earlier studies because he uses
data for West Pakistan only, even for the pre-1971 period. Ali
(1986) presents estimates for the 1975-86period, using data for
the present Pakistan. The present study uses all Pakistan data
for both the pre and break. So its results can be compared with
those of the earlier as well as the later studies.

The third reason for this study is to explore the role of inflation
in the demand for money function. Empirical evidence in
Pakistan is ambiguous, and further research may prove fruitful.

Methodology

The aim of the study is to see whether the most common
form of the demand for money function used over the past few
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years is suitable for Pakistan. This demand function in its
general form is given as under:

M*d = f(Y, r)

where M*d are the desired money balances, Y is the scale
variable, and r is the opportunity cost variable. Assuming that
the actual money balances adjust to the desired level in the
same time period, this relation becomes:

Md = f(Y, r)

where Md are the actual money balances.

Certain issues need to be focussed before we can
empirically estimate the function. The first is the question of
which definiti~n of money to use, Ml or M2. Since we are
exploring the demand for money function, so both the
definitions shall be used. For each definition, functions for both
nominal and real money balances will be specified.

There are three possible candidates that could be used as
the scale variable in 'the function. These are wealth, permanent
income, and current income. There are no wealth series in
Pakistan, the choice is between the remaining two. Again, both
permanent income (YP)and current income (Y)are used in this
study. The statistical series used in GNP at current prices. The
Permanent Income series has been generated as:

yP = BO+ BIYt-l + B2Yt-2+ B3T

where Yt-l and Yt-2 are lagged values of Y, and T is the time
trend. Some studies have imposed declining weights on the
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lagg~dflVat,;Lables"but as Khan (1980) points out, such adhoc
impositiomtofweights is not justified.

Whether the rate of interest is an argument for the
demand for money is at the center of this study. Theoretically it
hastfa,'prorffinent role in the determination of money demand.
EIilI1'j}:ical'evidencefor developed countries seems to support
,this~<Mllietherthe short or long term rate should be used is
'con~tov;eI;ti~l.L.For developing countries, Adekunle (1966) argues
a l~~s~r tole for interest rates as compared to developed
cOt!P:!ri~s.In the studies for, Pakistan, both positive and
neg~rv;e r~lationshipshave beeli reported. Basically three rates
h~v~~ib.eenused, RC (the inter-bank call rate), RB (the long term
~Jrt~lCWgoyt. bonds), and RT(the weighted average of interest
f~~:,.,)1 time. deposits). All three of them will be used in this
st' ',.,y.

,.,'In ()f(l.er'toderive the ,series of real money balances and
GN,Blflipm:nominalvalues, we need to deflate them with a price
, ind'~*In this study the consumer price index is used.

i ,'J'!'.:" ,\<

, i.:~&\~tr~~~~~"the choice of the. da~ ~eriod' and frequency of
oDser..vatu)}j:s.As for the data perlOd, It ISfrom 1957-58 to 1983 .
•~'~ ""~Je~\lency of observations, availability constrained the
C.!!;". ,.> o;imnual data. Consequently the analysis of lags in
#~]~!fwertit\~ere foregone,since they would be more meaningful
,i~;~r.tcr1~or monthly data were available. The fnnctional form"~.", 'Iho"sifused',ls:

.~''') :'

whihh in tll,e linear form becomes:

LnM = LnA + BLnY + cLnr + Lnu
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Because of the nature of the data for Pakistan. dummy variables
have to be used to segregate the pre andpost-1971 periods.
Although a singte dummy could have served the purpose of
giving separate coefficients.for the two periods, computation in
this way cannot give separate t statistics for these coefficients.
Consequently we see two dummies, D1 and D2. D1 has a value
of one for the period upto 1971, and a value of zero
subsequently. D2 has a value of zero upto 1971 and a value of
. one for the subsequent period. Including the dummies into the
equation gives us:

Ln M = a1 + b1Y + clt + a2 + b2Y + c2r' + u

wh~re the lower case letters signify that the variables have been
expressed in log form. The subscripts 1 and 2 indicate the
coefficients for the pre and post-1971 periods.

The use of two definitions of income, and three rates of
interest give us the following six specifications for nominal
money balances:

2. Ln M = al + blYp + Clre+ a2+ b2Ypof: C:lre

3. Ln M = al + blY + Clr}+ a2+ b2Y+ C2rt

4. Ln M = a}+ blYp + clrt + a2+ b2Yp+ C2rt

With two definitions of M, we run each of these regressions
twice, giving a total of. twelve regressions. For real money
balances, .each of these specifications is run again, using
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d~~J:~d' v~ues of money stock and GNP. In all therefore to
assess}djheinclusion of the rate of interest in the demand for' ..- ..•.. ,.. ,.. ,,- ... . .... -.

mon~y.4;r.un~tion,twenty four regressions are run.

In or:derto assess the role of inflation in the demand for
m0I!~Y'.function, the variable generally used is expected
infl~~ion.Different studies have adopted different methods of
gen~Mting lthe series of expected inflation rate. Some, for
exaJI1pJeKp.an (1980), have assumed that expectations are
static, implYing the use of the current rate of inflation
calculated as

in the' 'function as a proxy of expected inflation. Some studies
use ~~gged values to generate the series. These different
apprd.~f=hesseem to give different results, and therefore both
the. tift-rent inflation rate and the expected inflation rate have
been used inthe study.

To generate the expected inflation rate series we have
taken, lagged values over five years. Instead of imposing
declining weights on an adhoc basis, we have used the Almon
Method. The values of expected inflation series are estimated
by using the weights suggested by this technique (a second
degree.polynomialwas fitted to impose restrictions).

To include the rate of inflation in the demand function
involves the modification C)f the functional form. This is
basically because in Pakistan for a couple of years the rate of
inflati9n was negative. This means that logs of this series
cannot.be taken. The modified functional form is:

M = A. 'Vb. r". edPh
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which when linearised by taking logs of both sides becomes:

Ln M = Ln A + b Ln Y + c Ln r + d P + u

The inclusion of the dWnmYvariables then gives:

M = al + blY + cIr + dIP + a2 + b2Y + c2r + d2P + u
where all the variables are in log form except the inflation rate.

Again, as in the case of the original specifications, the
inclusion of the rate of inflation, along with the different
definitions of income and the rate of interest, for each
definition of money, both in nominal and real terms gives a set
of 48 equations. The findings of the study are reported in the
next section.

Empirical Results

In this study, the demand for money has been looked at
both in the narrow and the broad sense, as well as in nominal
and real terms. It was conducted in two stages, fust to see if the
conventional demand function is supported by the data, and
second to see if the rate of inflation as an explanatory variable
was significant. In the .fust stage, the independent variables
were income .and the rate of interest. Two defmitions of income
were used, and thtee defmitions of the rate of interest. These
were used to explain two definitions of money demand, namely
MIandM2.

Tables I to 4 report the results for nominal and real
money balances for each defmition of money. The general
equation run is:

logM = al+bIlogY + cIlogR + a2 + b2logY + c2logR + U
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where; in each specification different combinations of the
" , ..r-

differ~Jlt defihitions of Y and R are employed. The coefficients
with the subscript 1 are employed. The coeffiCientswith the
subscrllpt 1 ate'the elasticities of the corresponding variables in
the pre-;197t period, while those With the subscript 2 ihdica~e
theet~&tici6'es for the post-1971 period. The results of the
difiErrl~iit.8p~tifications for each definition of money are
discussed beI6'w.

':fu'ookiiigat nominal MI, Table 1 indicates that for all six
specifi~ationsthe R2 statistic is extremely high; showing that
99% O,});wore, of the variation' in the data is explained by
vari:.tti~l].s:inphe independent variables. Secondly, there is no
defihite indication of either serial correlation. or
missp~'p'ifiblti'bnsince 'the Durbin Watson statistic is in the
incon~tusivel"~ge. The elast'icities associated with income are
all po~ijti.ve.For the post:'1971period, all income elasticities are
high,:Apti alsp Highly statistically significant. For the pre-1971 '
per;iod."pnlytp.especifications using RC result in statistically
'signifj't14tt.in~~Illecoefficients. All specifications indicate that
incoIri'~~~lastic}tiesare higher in the second period as compared
to the;illrst.JXnother noticeable thing is that the elasticities
ass()cia~~:dwi~:hc!1rrentincome are consistently higher than
thos~'Wip.l:1p~tP1anent income, and also generate a higher R2
vw;ue.. 'fiJi'~se"3tfindingssupport Adekunle's contention that for
develO,pj1J.g\countries current income is more appropriate as a
scale viu,iiable..Also the view that in these countries income
~easticityis high is uphled.

'Jllie evidence regarding the rate of interest is not so
clear cut. The specifications using RC give the expected
negative signs for the coefficients associated with it. Especially
when R€ and Y are used, the elasticity in the post-1971 peribd
. comes out to be negative and highly significant. The
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specification using Y and RT shows that for the pre-1971 era it
was negative but insignificant. The use of permanent income
with either RC or RT renders all interest elasticities
insignificant, again confirming Adekunle's vtews. The
specifications using RBN result in positive interest elasticities
which are significant in the post-1971 period. Generally
comparing the two periods in terms of interest elasticity, the
pattern that emerges is that if the elastiucities hav~ a negative
sign, then they are higher in the second period as compared to
the first. If the relationship comes out the ,be positive .,-then the
elasticities are lower in the second as compared to the first
period. ,For nominal Ml therefore, the picture that emerges
seems to suggest that the conventional function hatter explains
the money holding behavior in the post-1971 period. In this
period both income and the interest elasticities have the
expected signs ~d are also statistically significant. In the pre-
1971 period only income comes out to be significant, and that
too onlywhen RCis used as the interest rate. .

The result of the regressions run with-nominal M2 as
the dependent variable followan almost identical pattet:n. The
regressions explain 99% or more of th~ variations in the
dependent variable. The Durbin Watson test is inconclusive,
givingno indication of serial corr~lationor misspecification.The
coefficients associated with income are correctly signed and
highly significant for the post-1971 period. In the pre-1971
period they are ~ignificantonly in the specification using RC.As
in the case of MI, current income has a consistently higher
elasticity as compared to permanent income.

The coefficients associated with the rate of interest
followmore or less the same pattern as that with MI. RC and
RT generate the correct negative sign in the post-1971 period,
with the former being.highly significant as well. The difference



As regards the size, sign and significance of the various
coefficients the pattern is almost identical to that in the

is that the coefficients associated with RB, although still
positive are no longer significant. In general, the elasticities
associated with both income and the interest rates are higher in
the M2 functions than they were in the MI functions.

These results again confrrm that current income is more
appropriate as a scale variable. And also that the conventional
form oft!te demand function best exp.lainsthe post-197I period,
especially when current income and the short term rate of
interest are used as arguments. These results, especially for the
post-197I period support the findings by Khan (1980). He too
finds that income is highly significant for both MI and M2
functions. He too finds that RT and RC yield negative signs
while RB results in positive and statistically significant
coefficients.

10Demand for money in Pakistan

Table 3 and 4 show the regression results of the different
specifications involving real money balances. A look at the
goodness of fit indicates that one again all specifications have
high R2 values and acceptable DWstatistics. Real M2 has better
statistically fits than real MI, and both have lower R2 values
than their nominal counterparts. A general comparison between
the results in nominal and in real terms shows that like the
relationship between the results of nominal MI and M2, the
coefficients associated with income and interest are generally
higher for real M2 than for real MI. A comparison of the
coefficients of nominal and real MI shows that both income and
interest elasticities are higher for real than for nominal Ml. A
similar comparison between nominal and real M2 shows that
while interest elasticities are higher, in general income
elasticities are lower for real M2 than for nominal M2.
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nominal demand specifications. For the pre-1971 period the
income elasticities are significant only in the specifications
using RC. For the pre-1971 period, the interest elasticity is
correctly signed, though not significant which employs both
current income and RC as its arguments. For the post-1971
period, it is correctly signed for specifications using current
income in conjuction with both RC and RT. For real M1 only
involvingRC it is significant, while for real M2 it is significant in
both. Once again specifications involving RB render interest
elasticities positive and in some specifications significant.

Apart from Khan (1980), whose results more or less
coincide with those of the post-1971 period of this study, two
other studies look at the demand for real money balances in the
pre-1971 period. Akhtar (1974) found high income and interest
elasticities (both for Rc and RB).While income elasticities were
statistically significant, those associated with interest rates
though correctly signed, were not significant. Fry, et al. found
the elasticities to be wrongly signed and insignificant. However
both these studies by using additional variables such as the
index of industrial production, the rate of inflation, and by using
the dynamic adjustment mechanism to allow for lags between
desired and actual money balances, achieved good fits giving
reasonable and theoretically justifiable size and signs of the
important variables. These studies also support the present one
in the suggestion that for the pre-1971 period the conventional
demand function explains money holding only poorly. Taken in
conjuction with Khan's study (which looks at West Pakistan
only in both pre and post-1971 periods) these results seem to
imply that for the geographical area that was previously West
Pakistan the money holding habits of its populace are more or
less adequately represented by the conventional function. When
data representing East Pakistan is also included, this
representation becomes weak. This factor could also be
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explained on the grounds that East Pakistan had -8 very
different $ocio-cultural setup as compared to 'Vest Pakistan,
and this could well mean that the money holding habits in the
twowings were different.

The second part of the study is to explore the role of
inflation in the demand for money. Theory suggests that
inflation should not be significant since it is represented in the
rate of interest. Empirical evidence for developed countries
shows that inflation becomes an important variable only when
there is hyperinflation. For developing countries it has been
suggested that inflation should be an important argument, and
has been empirically shown to be so by Adekunle (1966). The
studies related to Pakistan, Akhtar (1974),and Fry, et al. (1975),
do not find the actual rate of inflation to be significant, although
Fry et al., does find expected rate of inflation to be signifi~t.
Khan (1980) does not find it significant for the pre-1971 period,
but highly significant for the post-1971 period. .

In this study therefore both actual and expected rates of
inflatio~ are used. The general equation estimated is:

Ih M=al+b1Y+c1r+dlP'+a2+b2Y +c2r+d2P'+ U where
P' is the rate of inflation and where all variables 8!e in logs.
Different specifications for each definition of M use different
definitions of each of the explanatory variables. In all there are
twenty four equations for each definition ofM.

The result correspon~ing to nominal money balances are
given in tables 5 to 7, and those corresponding to real money
balances are given in tables 8 to 10. All these tables show a
uniform pattern of results. The coefficients associated with the
rate of inflation has the expected negative sign in almost all the
specifications both for the pre and the post-1971 period. In all
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the specifications involving current income this coefficient
comes out to be hIghly significant for the post~1971 period,
while for the pre-1971 period it remains insignificant. Almost all
specifications using the e~pected inflation rate yield better
results in terms of higher coefficients and almost identical R2
statistics to those generated with the use of actual inflation. In
general the introduction of the area of inflation has marginally
lowered the elasticities of income and the rate of interest, but
for the post-1971 period in the specifications where it is highly
significant, its introduction has drastically reduced the interest
elasticity which is nownot more significant.

The results of this study seem to support earlier.
findings. Inflation is not significant in 'pre-1971 Pakistan. It. is
highly significant post-1971.Expected rate of inflation seems to
perform better than actual rate (although the improvement is
only marginal), It also supports the contention that only hyper
inflation matters, since while in th~ pre-1971 period prices were
very stable (the inflation rate even being negative for a few
years), in the post-1971 period the rate of inflation went well
into double figures, crossing the 25%mark for a couple of years,.
while remaining above 10% most of the time. Adekunle's
contention that the rate of inflation is more important for
developing countries does not meet much support since for the
pre-1971 period it is not significant, and secondly even the
coefficient associated with it is very small (ranging from -0.01 to
-0.02). On the other hand, while otherwise the rate of interest
is significant and has reasonable (although not high) elasticities,
in the case of hyperinflation, the significance as well as the size
of interest .elasticity diminishes. This indicates. that in the case
of high inflation, the inflation rate is the more important
opportunity cost variable.
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"\111 c0n.elusiontherefore, the followingare'the findings of
this"jstullY. Conventional demand for money function does
explaihn~the,',money holding behavior in Pakistan, though
evidencelto ythis effect is slightly stronger for the post rather
than~the,pre,,1971period.

(In.coII,l.eelasticitiesare generally'large ranging from 0.7
to 1",2?~"Jan~,.are almost always highly significant. Current
income seernS to generate better results as compared to
permanent income. Over the two periods, income elasticities are
generally higher in the first rather than the second period.

I~ten~st elasticities vary in size, sign, and significance
accorqing to~~hich interest rate is being used. The short term
rate qf, i~nte.rest generally gives correctly signed elasticities
ranging;.;(tornc-0.01to -0.41.These elasticities are higher for the
seco.D(:t,~nan,the first period. The use of the interest rate on
time ..<t~posi~,also corroborates the above results for some
specif!~~ions, but for the first period these elasticities are
ge:n,e:r:~Ityjpo~itive and sometimes even significant. The use of
the:B,!>A4"ra.t~,more or less always gives positively signed and
sign~!it;f!!!t~lasticities. In general the trend with positive
elastr~~t}esis"itthatin the second period they are lower than in
thef1rsp,";Thes~findings are common to other studies also and
are oRll,Q.sedlto conventional theoretical expectations. One
passible~~xplanationcould be that since time deposits in total M
could4)e,lresp.onsiblefor the positive elasticities. But this could
only be.a possible explanation where demand for M2 is
concer.ned,nor for Ml.

As to the rate of inflation, it is uniformly correctly signed
varying from 0.00 to -0.02throughout all the specifications. It is



15 Syyed Asad Hussain

uniformly highly significant in the post-1971 period and
insigntficant in the pre-1971 period. Expected inflation
generates better results as compared to actual inflation. These
.findings support the general belief that inflation is an important
opportunity cost variable only if it is relatively high. Milk
inflation has no effect on money holding.
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PRODUCTION EFFICIENCY IN THE U.S.-
CANADIAN AUTOMOBILE INDUSTRY: THE ROLE
OF FACTOR PRICES, SCALE ECONOMICS AND

TECHNOLOGICAL CHARACTERISTICS

By

TALAT AFZA AND MAhMOOD A. BODLA*

Introduction

The purpose of this article is to analyze the structure of
costs, technology and production efficiency of the automobile
industry in Canada and the United States by estimating a
system of generalized cost function. The parameter estimates
from the cost function enables us to separate out the impact of
scale economics, technical change and factor prices on the
efficiencyof the production process.

The productivity of a production process may be defined
as the efficiency in the use of inputs to produce a given level of
output. The earliest productivity measurement was the ratio of
aggregate output to single input, such as labor, i.e., output per
man hour. This approach has an advantage of computational
simplicity, but the disadvantages include its inability to separate
out factor substitution, economics of scale, and technological of
facts. The later approach of total factor productivity (TFP),
defined as the ratio of aggregate output and total input indexes,
mayhe considered as an improvement over this approach, since

*Dcpartment of Business Administration, Bahauddin Zakariya University, Mullan.
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it re<;bgniz.est~e changes in; the quality and quantity of all
inpu't~~,(se~t1,)enison [1967, 1974] and. Kendrick [1973]).
Ho»,g-v,~lJ):~I:e- effects of technical' change can not be
diffet:en£iated.from scale economics and factor substitution.' ,.f- ~'IIIf<~. ~ J< ,; • .-

Alterna~l,\reJy?:Solow (1957) estimates productivity with an
econometric.,,:productionmodel. He demonstrated that the rate
of pro(luctivjtygrowth could be identified with the rate of hicks-
neu~r~l technical change, assuming constant returns to scale
and competitive pmrkets.

: . J~lhe~litomobile industry in the U.S. and Canada, on the
'ot~et li~d, 'm.aybe characterized by imperfect competition and
inc~eilSi.ngreturns to scale. The productivity growth of such an
ind~st,!1Xm~y)e analyzed with the help of an econometric.
moq~'i~~iclf~ is flexible enough to consider these production
chara:~'teristick

..~':,'~'1~(-r --:';,

+'tiiatt~rripting to analyze production costs and factor
prodo:~fiVi.ty~~~.theautomobile industry with flexible functional
foril1~;:5h6w~~er, researchers have made two major .types
comp'h6misesiFirst, most of the studie&consider output to be an
exog~.ri6:!isy:rriable with respect to total co~t. [Fuss and

- ic',;JM.". ~Jl '.
W~~~~in"!i~,1~~85,1986a, 1986b].Second, the above studies lump
tlie;.~~t~le'.'~~sembly .and the par~s sectors together and'
con.~I(I~ri;()ner"aggregatIve"automobIle sector. However, the"",-::r-~~l~;;.-~:-A(.,. -, .
prod,t{~~~~~s~~u,cturesof both sectors may not be identical.1 A
lar~~js~a.t~ o.Bthe automotive par~s ~re produced by the inajor
aut°n;i91m~P'fpducers to meet. theIr mternal demand. It can be
arID1ea~']ha('t,heautomotive parts production is dependent on
moto£veH:icl~assembly production and therefore their output

.1<.' f ,':':\:1'

should ipe .treated as exogenous. On the other hand, the
1.'.\ /"."':"- ""

exogeneity assumption of output for assembly sector may not be
valid for several reasons. Unlike a reID1latedindustry who has to
supply '~U of the quantities demanded at reID1lated prices,
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. automobile producers choose the input combinations to produce
the output level which will maximize their profits. Therefore,
an increase in input prices will lead to increased cost which in
turn will decrease output.

In this article, we therefore argue that the outputs of the
assembly sector should be considered as an endogenous variable
in the cost function while those of the parts sector should ~e
treated as exogenous. As an empirical issue we test for.
exogeneity in the context of our econometric specification (see
footnote 5). Unlike earlier studies, the present paper
disaggregates the motor vehicle industry into assembly and
parts sectors and analyse them separately.

On the basis of out theoretical model and the
econometric model specified below, we will attempt to
contribute to the literature on current questions concerning
factor substitution possibilities, elasticity of input demand,
factor productivity, capacity utilization, the role of input prices,
scale economies and technical change on unit production costs
and total factor productivity in the north-American auto
industry. In addition, we will test explicitly for several of the
implicit assumptions made in earlier econometric studies.

The article proceeds as follows. Section I develops the
analytical. framework that is used to guide the empirical
analysis. Section II describes the database and the estimation
procedure. Estimated parameters are reported separately for
the Assembly and the Parts sectors in section III. Section IV
discusses the relative contribution of factor prices, scale
economies and technological characteristics to efficiency in the. .

production process. The paper concludes with a brief summary
of our findings.
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,"Ass~me that the production technology of the
al.ltQ,m:obir~(vehicle assembly & parts) producers can be
de~<::1.1R~d',l~yaproduct transformation function T(y,X)where y
is!,;6'ti~.ut'l~ndX is a vector of M non-negative inputs, which
sa~~~ri~esat~l,conditions for the existence of a unique dual cost
, fuii:~ti6h '(1~cFadden,. 1978). The dual cost function can be
~ieeen.as:' .

...[1]

~->~~::,_'~1.;t~ ,,\;'~,wa,e:f,~'
;',.t

,C\t::=: to@,:cost of production in country i at time t,
;..-_:~','( di 1 •

P.~~~"';';yectbroffactor (labor, material, capital) prices in country
"';iat tirne t,

Y'itl'= ;ou~putin country i at time t,

TJ,t= ch~~acteristics of production function (capacity
. 't,' ,>titil~zation, technology) in country i at time t, and

>ir.

r.= :repr,esents Canada and United State.

IUJtecent years, a large literature has developed utilizing
a.wJI~.~;v~!etyof second-order approximations to estimate the
ge~J:rift~c~:stfunction given in equation (1). In this analysis, we
fqrt9}y?JFus~)andWaverman (1985) and assume that log Citcan be ,
, r~pt~~~nt.~:a.'~?'a quadratic approximation in the logarithms of
Riv;':ocimfrTi~and'a country specific dummy variable D, i.e;,

...[2]

Eqp.ation (2) can be written in detail for the ith country
as follows:2
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m

In Cit = Qo+ QmDI + L (aj + ajiDI) In Pjit
j= I

...[3]

n

+ (PI + PI; DI) In Yit + L (01 + OliD1) In Tit
1= 1

m
+!z L "(jj(In Pjit)2 + !z q, (In Yit)2

j=1

n

+!z L JLII (In T1it)2 +
j= I

m mL L "(jhIn Pj;t In P hit
j=I h=I

j10h

n n m
+ L L TllrIn Tut In Trit + L AjIn Pjit In Yit

1= 1 11o~=I jt6

+
m n n

L L Tjl In Pjit In Tiit +L
j=11=1 i=1

where i indexes the country; t indexes the time period, j.h index.
the factors .of production, I,r index the production
characteristics, and Di = 0 for Canada and = 1for the United
States.

With the use of a dummy variable, it is assumed that
only the parameters associated with zero and first order terms .
are different between Canada and United States and it increases
the degrees of freedom of the modeL3 Moreover, the cost
function of equation (3) is assumed to be linear homogeneous
and nondecreasing in factor prices. Linear homogeneity implies
the following conditions.

m m m m JJlL Qj = I,L Qj;.: 0, L "(jh= O,L Aj= 0, L Tjl = O. ...[41
j=1 j=1 j=1 j=1 j=1
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Th~secono. order approximation of the cost function suggests
s~etry, which leads to

...[5]

G~st'.shate . equations can be obtained by applying the
Shepliardts lemam to equation (3) as:

tI. Sjit = 'Qj+QjiD1 + 1jj In Pjit + L "fjhIn Phit
'. h#i

+ Xl In Yit + L 1jlIn Tlit+ Ull' j = 1,...,m,
1

wli~re.,"Sjisjthe cost share of the jth factor of production.

...[6]

8irieelinear homogeneity assumption suggests that the
sllIl10fi C()~t share equations must add up to unity, equation (3)

.wit~ 'j':"l .. share equations .from (6) can' be estimated
si~'O.lrimeQ:Uslyusing maximum likelihood techniq~e.

. . The. translog cost function of equation (3) is a very
n*MWi~f9Abhonal form which can b~ used to calculate various
~k.rti~~~ri. r~present the .un~erlyin~ production structure of
tn~;{(~hS.-~!lI1adianautomobIle mdustrIes. For example Uzawa
(l~~~Xshq~ed that under the postulates of cost minimization,
tp.p/,mlenr~nartial elasticities of substitution (AES). between
it;lR~ts;~~~ his uij = GGij/ GiGj:For the translog cost function
AESi.~anbe;calculated as

...[7]

c' where Sj apd Sh are the cost shares of factors j and h in total
cost. The PiEs are not constrained to be constant but may vary

.j' .'.

with the level of output.
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The price elasticity of demand for factor of production,
1'1jh' is conventionally defined as 71jh = a InXJa InPj• Allen (1938) ,
has shown that the AES are analytically related to the price
elasticity of input demand as follows:4

71.. = (FA'S,
JJ JJ I. for allj,

for jih.

...[8]

The Automobile industry is often characterized by
increasing returns to scale, which indicates that costs rise
proportionately less than increase in output. From the translog
cost function of equation (3) the elasticity of cost with respect to'
outout can be calculated as,

Scale economies may be obtained as SE ;,. 1 -E'CY. Automobile
producers will experience increasing returns to scale if the
value of SE is greater than zero, whereas a value of Se equal to
zero indicates constant returns to scale and a value less than
zero represents decreasing returns to scale.

Similarly, elasticity of cost with respect to production
characteristics (technological conditions) can be written as:

...[10]

m

+ L Tjl In Pjit + Al InYih
j= I

where I-capacityutilization, index of time.
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. :":'!Eheelasticityof cost with respect to capacity utilization
repI;~Mlifs.t}t~cost savings due to an increase in the utilization
ofE!Xi,16bg''capacity. A value less than one represents cost
incr~~ses leas than the proportional increase in the capacity
uti~iz~bion,Whereas a value greater than one indicates cost
incr~::is~adu:eto increased capacity utilization.~. ;

Elasticity of cost with respect to time represents the
effe~PJil(j~(tedhnical change and productivity growth due to the
facto~s~Qthetthan scale economies and capacity utilization, e.g.,
incli~~s_egspecialization. A negative value of this elasticity
indi~~t~JI c,Qst savings due to increased productivity and
specializatiQn,whereas the reverse is true for a positive value.

E)ffici,encyover a period of time may be measured in
ternis .~r changes in unit production cost or total factor
proddctiyity. The followingformula may be used to analyze the
avet~mgcost differences for each country between time period t
and,S.'"

;l~t(_;-_ . ~__.~- ~ m

A,!I:Qglfi/~gi=~ l: [Sjs+ Sjl][lnPjs-In Pjt]
j= 1

+ ~ [ECYs+ ECYt - 2]A InY
"

n

+ ~ l: [ECT,s+ ECTll][lnTIs- In Tit].
;=1

...[11]

The.,left hand side of this equation represents a change
in ay:~);agec?stand the right hand side shows how factor prices,
scale'econofmes, and technological characteristics contributed
to tlri'$change.
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Total factor productivity growth between time period t
and s is calculated as the difference between change in factor
prices and 'changein average cost.

TFPt,s={ldog(C/Q)-~ f [SjS+ Sjt][lnPjs-InPjt]} ...[l2]
j= 1

2. Data and Estimation Procedures

The estimated parameters from the translog cost
functions are based on annual data on input costs and prices,'
output and output prices, and capacity utilization rates for
Canada and United States 1960-1984.The main data sources are
the Census of Manufactures and .Annual Survey of
Manafactures for the United States and Statistics Canada for
Canada. The study uses a 4 digit SIC (Standard Industrial
Classification) data. A brief description of the construction and
measurement ofvariables is follows.

Gross output for automotive parts sector is measured as
value added plus cost of intermediate inputs and converted to
real output by deflating it with the appropriate price deflator
(available in Canada from Statistics Canada, and in the United
States from the Bureau of Labor Statistics). The motor vehicle
assembly sector's output is replaced with its instrumental
variable,' projected market demand for automobiles, and
converted to real output, using the appropriate price deflator
(see footnote 5).

Total compensation of labor, rather than money wages, is
considered as the cost of labor. Hours worked for production
and non-production workers are calculated following Emerson
(1975,pg. 33). The price oflabor is calculated as cost oflabor per
hour and normalized to one for the same base year which is
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";":'
used'(f~I~~~~i~ial~toutput and capital prices. Share of labor in
total~ACO's't,.forleachyear is obtained as the ratio of each year's
co.st6\li~oi-;i6'du:rrent year's output .

. - .. '. .. .. ' .' .... ~-';'

.,~~ t!.\lncu1tyin the measurement of cost and prices of
capit~j.\~jl~clib:owledgedby almost all the empiricists. Following
Nor~~J>,¥[~y~dM8.Imquist (1983) cost of capital is obtained as
th~g]~i~d;.pIJb~4.:uctoriginating in manufacturing (value added)
less~ .,;~..•'.'c<tip.pensation'for labor. The appropriate price of
capi (j~rpurpose is the user cost of capital, which is,..... . .. ~, .. ' '.
uriay :-re ~~fr.:4 digit SIC. Therefore, a 3 digit capital price
serie:i~fQri'm:Qtorvehicle industry constructed by Jorgenson,
Ga1l~p~~pHE.t~umeni (1987) is used for the United States. This

> -: ..,(,,.'; ;.. ",

se~,~~~~~"~r~iliIb,leup' to 1979 and is updated followingMoroney
. and.:~~l:!p,!J.m,(1981),l.e.,

,'Pk = VA-Pl.L.
K

wher'~~'~k= price of capital, VA = val~e added, Pl.L = total labor
cost~lfuilhK;:. constant dollar capital stock.

. -

')Capitab stock and investment- data are available for
Cal1.a.a.i~n~aU£bmotiveparts and assembly sectors. Using the
trari~#p:r,t1trdheqliipment industry's implicit price deflator, the
-da.ta:;f~~: .cgnverted to constant dollar capital stock and
in\r~~tip~nt,~ollowingEmerson 91975, pg. 33), constant dollar
caIJi~al~seock;lisobtained.The price of capital is calculated again
follo~tN~iMoroneyand Traparii(1981). The cost share of capital
iso1it:ti~ned'.as the cost of capital divided by current dollar
outirtft!:" ·.. ';

htWhe-:@aterialscomponent of cost includes different types
of mat~~iaI~d: intermediate inputs; therefore, the appropriate
price.of materials should be the weighted average price of
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materials. An appropriate proxy for this variable "materials and
components for manufacturing price index" is available from
Bureau of Labor Statistics for the United States. For the
Canadian industries, raw and partly manufactured goods price
index is available up to 1978, which. is updated using raw
materials price index. The share of materials in total cost is
obtained as the ratio of cost of materials to current dollar
output.

Capacity utilization rates for the United States's motor
vehicle industry are taken from various issues of Statistical
Abstracts, and for Canada they are obtained from various issues
of Bank of Canada Review. Finally, technological change is
represented by a time .trend variable.

The cost equation (3) and the labor and capital share
equations from (6), with restrictions (4) imposed, are estimated
simultaneously to increase the efficiency' of the estimated
parameters. It is assumed that the error terms within equations
are uncorrelated but, autocorrelation does exist among the
error terms across equations since tJ:1efactor share equations
are obtained by differentiating the total cost with respect to
factor prices. Zellner'siterative seemingly unrelated regression
(ITSUR)procedure is used to estimate the system of equations.
This procedure is chosen for two reasons. First, on the
assumption of no autocorrelation within equations, the
estimated parameters using Zerl1er's techniques ar full
information maximum likelihood estimates (Kmenta and.
Gilbert, 1968). Second, estimated parameters are invariant to
which equation is deleted from the system of equation (Zeller,
1962).



Produet,i9Il.t~~ U.'S~-Clinadianindustry: The Role Factor Characteristics

3. Estimation Results
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i
I
I
I

I
l

~.,-_ ..( . '.

,/~ ,po,jpted 'Out in section 1, output of the assembly
sect;PF:R?~po~.'}).eassumed to be 'exogenous, Consequently, an
inst!.q.m~~t'Yt.\s£onstructedfor that sector's output.5 Parameter

.' 'jlt.,J.,. 'c •..••

'esti~~~J~~.an,dgoodnessof fit statistics are reported in tables 1
and"~f~lj,,~r~~tilts are reported separately for the Assembly and
Parts,'se:qtors; Most of. the estimated parameters have the

\'e~pettf:asigns and are statistically significant. The estimated
.':~7sU,I.ti$i.#picat~that the model fits the data very well with R2 of
:0.'g9:j7~.'.Al~8337,and0.5804 for cost, capital share, and labor
,share. eijpatiqns respectively for the assembly sector. For the
part$,..s~!;torJ'the comparable figures are 0.9989, 0.7037 and
0.5565r'e:~pectively.Since, the data employed in the estimation
arepodI~d time series cross section data, "the Durbin W~tson
test statistic is, used to check for serial correlation. The test
statisttcs:falls'in indeterminate region for all three equations
and fot/,boths~~tors.Therefore, one may conclude that problem
of set.lal'.correlation may not' be present. The first order
coeffiqie:ntsou[actor prices are positive and highly significant at
a = .Q5\'-indicatingthat the cost function is increasing in input
pric;,esi:

. The par.ameter estimates can be used to calculate several
me~u!;~s that pertain to the production structure of the
asseniI;iJ~and, .parts sectors of both economies, including
elas,tidi~ies.or:,substitution, economies of scale, and technical
char~cM~lJstic~;Since the Cobb-Douglas production function
impHe.~l::gnitaryelasticity of substitution among factors of
prod~Gtion" it is logical to check whether the underlying
productiqn structure is Cobb.Dougla~before calculating these
elasticities. The Cobb-Douglas cost function can be obtained by
restricting all-second order parameters of the translog cost
function (3~equal to zero.
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Table 1

Parameter Estimate

Assembly Parts
Estimate Estimate

Parametera (Standard (Standard
Error) Error)

Qo 2.209 2.776
(18.397) (8.691)

Qo,us -8.308 3.496
(15.084) (6.373)

QI 0.475 0.470
(0.067) (0.092)

Q!2 0.495 -0.009
(0.094) (0.091)

Q3 0.029 0.539
(0.117) (0.092)

QI,US 0.111 0.106
(0.021) (0.034)

Q2,US 0.065 -0.067
(0.030) (0.034)

Q3;US 0.824 -0.385
(0.036)

I
(0.033)

/31 1.707 -0.005
(5.343) (2.495)

/31,US 1.408 -0.576
(1.894) (0.772)

81 -0.538 1.101
(3.575) (0.992)

82 8.285 -2.268
(5.130) (3.109)

81,us -1.136 0.766
(1.314) (0.410
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Table 1 (Continued)

Assembly Parts
.

Estimate Estimate
Parametera (Standard (Standard

Error) Error)

S2,l'S 2.870 -0.996
(1.600) (1.059)

111 -0.013. -0.008
(0.011 (0.012)

122 0.032 0.057
(0.008) (0.008)

133 -0.094 -0.138
(0.174) (0;168)

q,ll -0.300 0.201
(0.782) (0.354)

J.,Lll -0.025 0.134
(0.261) (0.082)

Jl.z2 1.363 -1.984
(1.667) (1.282)

112 -0.020 -0.035
(0.005) (0.008).

113 0.034 0.044
(0.008) (0.012)

123 . -0,014 -0.008
(0~011) (0.010)

TJI2 1.220 -0.513
(0.533) (0.328)

AIJ -0.049 -0.034
(0.009) (0.013)

A21 -0.039 0.032
(0.013) (0.013)

. .

40
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Table 1 (Continued)
Assembly Parts

Estimate Estimate
Parametera (Standard (Standard

Error) Error)

A31 0.088 0.001
(0.015) (0.013)

1ll 0.020 0.014
(0.005) (0.008)

121 0.006 -0.018
(0.007) (0.007)

131 -0.026 0.004
(0.009) (0.008)

112 0.047 0.050
(0.016) (0.029)

122. 0.085 -0.049
(0.023) (0.029)

123 -0.132 -0.001
(0.027) (0.028)

All 0.178 -0.225
(0.513) (0.151)

A2l -1.269 0.530
(0.716) (0.478)

a Parameters arc indexed as follows:
Input: labor'" I, capital = 2, materials = 3.
Production Characteristics: technological change = 1,capacity utilization =2.

Table 2
Summary Statistics

III
I

II

l
rl

II

!

Assembly Parts

Equation. Durbin- Durbin-
R-Square Watsun R-Square Watson

Statistics Statistics

Cost 0.9971 1.425 0.9989 1.712

Capital Share 0.8837 1.676 0.7037 2,031

Labor Share 0.5804 0.803 0.5565 1.487
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. The likelihood ratio test statistics used to test the
4YI?J)tjr~sis:OfCobb-Douglasproduction structure can be written
as:>

":""".210gA = N [log I fiR I - log I fiu I]. ...[13]
_. '" ~
-<_'I~,;',i~>; A,_ ,j: A

,wli'~~e"'••IO*J and 10ui are the determinants of estimated
V~J~;S'~~c9~ariancematrices for restricted and unrestricted
'J!i~.~l~!~e~~fctively,and N isthe number of observations .

.~.. '~

. ":~?P\:"Wh~lest.statisticof (13) is distributed aSYmptoticallyas
chi~~!U~~re:~thdegrees of freedom equal to the number of

/~~':,:',_~'"~< ,;,1 , .

ind~"p..~,~d~n,tparameter restrictions being tested. The
9.al~~t~ted~~ststatistics are 840.04 for the assembly sector and
79~p'U~:for.~~eparts sector whereas the critical X2value at Q =

, 'Ir, <' :- ,':'W, --

.00~;is<32.89.Thet:efore the hypothesis of Cobb-Douglas cost
furic,£j-o~~s1 rejected. Consequently, researchers such as
Em,e.rt;lQh(~~975)who have used a Cobb-Douglas function to
estiti1ilfe.th~~production structure of automobile industry have-'"",.', ':i.

mi~~pecffiedjtheir models.

/,."Allen partial elasticities of substitution are calculated,
llsi~g~~,~.luation(7).Table 3(a) and 3(b) present these elasticities
aloJ:igr~:~i'th;asYmPtoticstandard errors for Canada and the
.Unit~<i:$tat'es,respectively. As expected, factors own elasticities

• . •.• <":"~'-~ '.. ,

of :s'Y-Qstitution(diagonal elements) are all negative and
sigirtijbailt:at i percent level in both economies and for both
secto.tsi..exc~pt materials elasticity for assembly sector of both
ecortb'mi~swhich is significant at 5 percent level. All of the
par£l~J.~lasti.cities of substitution (off diagonal elements) are
a:lso~~'jimificaptat 1percent level except labor-materials and are
diffe~~Ht:frbm .one, which also indicate that the underlying
prottH1t~h)n,structure is not Cobb-Douglas.Moreover, for both
countFil~,s,all three factors of production are substitutes
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(positive cross Allen elasticities of substitution), a result
consistent with that of Fuss and Wavermen (1985).

Table3A

Allen-UzawaElasticities of Substitution Canadian Industry
(Computed at Mean Data Point)

.

Assembly Parts

Labor Materials Capital Labor Materials Capital

'-8.04
- 0.29Labor 1.39 0.02 -3.02 1.31

(0.725) (0.095) (0.264) (0.190) (0.86) (0.163)

Materials -0.58 0.88 -1.28 0.92
(0.338) (0.093) (0.557) (0.091

Capital -4.00 -2.65
(0.300) (0.222)

Table 3B

Allen-UzawaElasticities of Substitution U.S. Industry
(Computed at Mean Data Point)

Assembly Parts

Labor Materials Capital Labor Materials Capital

Labor -8.27 1.38 0.26 -2.66 1.30 0.37,
! (0.762) (0.093) (0.326) (1.59) (0.084) (0.145)

i\1aterials -0.51 0.86 -1.43 0.91
(0.311) (0.017) (0.621) (0.094)

Capital -4.72 -2.59
(0.437) (0.210)

Factors own and cross price elasticities of demand are
calculated using equation (8). Tables 4(a) and 4(b) present these
elasticities and their standard errors for both countries. Since
cross price elasticities are not necessarily symmetrical, all six
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elaS'ticitiesvarereported in these tables. In general, the factors
own:ptice.elasticities (diagonal elements) are highly significant
atI~=;;Ol<,Since elasticities are less than one, all three inputs
haVe...inelastic demand. Labor is the most sensitive factor of",:" ,... "-,

Capital
0.56
(0.031)

0.17
(0.050)

-0.50
(0.043)

Parts
Labor Materi~s
-0.77 0.72
(0.049) (0.047)

0.33 -0.7
(0.017) (0.307),

0.07 0.51
(0.016) (0.050)

Assembly
Labor Materials Capital
-0.98 0.99 0.003
(0.089) (0.068) (0.042)

0.17 -0.41 0.14
-LO.012) (0.242) (0.015)

0.002 0.63 -0.64
(0.032) (0.066) (0.048)

Table4A

".owP and Cross-Price Elasticity of Input Demand
,':~an~aianIndustry (Computed at mean Data Point).~~. .~.' ."' .

Capital

Table4B

0Wl1:2and,€ross-Price Elasticity oflnput Demand U.S. Industry
,(Computed at Mean Data Point)

Assembly' 'Parts
f . Labor Materials Capital Labor Materials Capital

.~~ijj -0.99 1.03 0.03 -0.75 0.67 0.07
...... (0.091) (0.069) (0.043) (0.045) (0.044) (0.029)
Ml1tefltus' 0.16 -0.38 0.11 0.36 -0.74 0.18

(0.011) (0.232) (0.014) (0.023) (0.324) (0.019)
:@~:Tt1il il..,' O.O~ 0.64 -0.63 0.10 0.48 -0.51', . J>",_.

(0.039) (0.080) (0.058) (0.041) (0.049) (0.041)
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~
!

production to changes in its 'price, which'is not surprising under .
the highly' unio~ized environment of the automobile industry.
Cross price elasticities of demand (off diagonal elements)
indicate the possibility of substitution among factors of
production for both countries.

. <;lne of the advantages of the flexible translog
specification is that it can be reduced to some of the more
popular restrictive. technologies by j~posing zero restrictions on
selected parameters. For example, a cQstfl,lnctionis said to be
homothetic _if it could' be writtenllS a separable function of
output and factor prices. The homothetic co~t function can be
obtained from equation (3)by imposing the followingparameter
restrictions:

Aj = At = O. Furthermore, a homothetic cost function is
restricted to be homogeneous if the elasticity of cost with
respect to' output is constant. A homogeneous cost function can -
be obtained from a homothetic cost function by imposing the
additional restriction Ull = O.Equation (13) is used to test the.
homotheticity and homogeneity assumptions of the cost
function'. The calculated test statistic for homothetic cost
. function is 31.34 for the assembly sector and 19.91for the parts
sector, while the critical X2 value at ex = .005 is 14.86.Therefore,
. the hypothesis of homothetic cost function is rejected.
Moreover, the hypothesis of homogeneous cost function is also
rejected at ex = .005 since the calculated values of 31.42 and
18.385 for the assembly and parts sectors, respectively are
greater than the critical X2value of 16.75. The result indicates
that the elasticity of cost with respect to output varies with
level of output.

Cost-output elasticities and scale economies are
calculated usingequati~n (9) while equation (10) is used to
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0;83

-0.13

United
Canada States
0.82 0.75

0.18 0.25

0.56

0.44

0.28 -0.37

-0.04 -0.12

0.10

0.90

0.40

0.64

:C()~tv@utput Elasticity
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es~irfiate iijheelasticities of cost with respect to technological
cH~gie ari~ capacity utilization. These elasticities are reported
in!<i~~j)U~5. Cost-output elasticities for both countries are less
thaff'"o,ne,jndicating that a percentage increase in output leads
to 'ilsmaller percentage increase in total cost. Therefore,
Plto!luctionin both economies can be characterized as increasing
rettiffils to'~scale.Although the Canadian automobile assembly
iil.~fls~ry..t~presents more economies of scale. Although the
Chff~~!~m'.iautomobile assembly industry represents more
ecdiionli~s2bfscale as expected, the margin between the scale
eco1t~iilles'of the two countries is wider than expected. One
Po~gI~lee5tplamltionfor this may be the shut down of inefficient
pltilit'g'arid increased utilization of .the efficient plants in'
Can.~da..It should also be noted that the scale econ'omiesfor the
Capcad!'a.n1parts industry are less than that of the assembly
in~:rr~~w,~.'result consistent with that of emerson (1975). His
e..~~fw~te~{~c~leelasticities are 2.0 and 1.36 for assembly and
pa.tt~)l1du~tries respectively. Similarly, for the U.S., economies
""!'Jl.'Ii'v' ,.;. , •
off1~'~'inthe parts sector are less than those In assembly.

.';~'~¥1e~conomics,Cost-Output, CapacityUtilization, ~d
1;~~h,~ical'~hangeElasticities (Computed at Mean Data Point)

Assembly Parts

United
Canada States
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Capacity utilization has a cost reducing effect i~ the
parts sectors, in contrast with its' cost increasing impact on
assembly sectors ofboth countries.

In addition to examining the size-related economies at a
single point in time, it is also useful to consider the degree of
technical change and changes in unit production cost over time
in both sectors of the industry. Technical change is measured

;>
! using equation UO). The results indicate that the role of

technical change is different in the assembly and parts sector of
the U.S.-Canadian automobile industry. For the United States,
technical change elasticity for the assembly sector indicates
that cost increases less than the proportionate increase in
research and development expenditure over time, whereas for
the parts sector it has a cost increasing impact. For Canada,
technical change has a cost-reducing impact in the case of the
parts sector but cost-increasing in the assembly sector.

4. Production Efficiency

We measure production efficiency in the automobile
industry in terms of changes in unit production cost and total
factor productivity. Equation (11) is used to calculate the
percentage contributions of factor prices, scale economies, and
technical characteristics to changes in unit cost. Unit cost
analysis for the assembly and parts sectors of both economies
are presented in tables 6 and 7 respectively. The period under
study is divided into five sub-period, i.e., 1962-64, 1967-69, 1972-
.79, and 1982-84. Three years averaging process is used to
smooth out the yearly fluctuations.6

In the case of the assembly sector, on the basis of the
estimated model it may be co~cluded that during the period
1962-64 to 1967-69, the U.S. assembly sector was more efficient
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as compared to its counterpart in Canada. Price of capital, scale
economies, technical change and capacity utilization all
contril>.p.tedta the cost decline in the U.S. The cost reducing
effect of the price of capital can be justified by the commonly
held view of the well organized U.S. financial markets as
compm;ed to those of Canada's (Wonnacott and Wonnacott,
1967).

Canadian unit production cost deceased by 20.5 percent.,- .'-- , "

duringt967~69 to 1972-74 period with scale economies as the
main 'SOlJ.I;ceof this cost reduction. Unit cost for the U.S.
assembly ihdustry, however, increased by 17 percent during the
same tiimeperiod despite cost reducing effect of scale economies
and capit:~Jp~'ice.Technical change, material and labor prices,
and cap~cify1,itilizationare sources of unit cost increase in both
countrii~:s. Pc~:~entage contribution of scale economies to
averag,~lcOst t:eduction is smaller for the U.S. industry as
compat~dlo hItat of Canadian industry which strongly supports
the existenceQf unexploited scale economies for the Canadian
industry:]>i;iorto the Auto Pact. Capacity utilization has been a
source of~edu.ction in unit cost in both countries, probability..
reflectipg, an Mnderutilization of existing capacity. During the
1974 to 1.~84weriod, unit cost in both countries showed .an.. .'

increase. Racto,!prices was a major source of this trend, except
for a verY:"sm~llcost-reducing effect of capital price for U.S.
industry:for the 1972-1970period.

Ebr the parts sector, on average, the unit cost increases
are higher for the United States than for Canada for the entire
period under study, reflecting increased efficiency for the
Canadian indl;lstry as compared to the U.S. This result is
consistent with the findings of Emerson (1975) for loeational
cost analysis. Technical change and seale economies are the
major s~urces of decrease in Canadian unit cost. The finding can,
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be explained by the production structure of the North AmE'rk:m
automotive parts sector. The Canadian government encourages
the production of certain types of auto parts which provides
substantial employment; thus the Canadian parts industry may
be realizing the benefits of specialization. The cost reducing
effects of scale economies after the Auto Pact, i.e., 1967-69
period, is 50 percent. more for the Canadian industry as
compared to that of the United States's, which supports the
existen'ce of unexploited scale economies in a protective small
Qpeneconomy.

Total factor productivity (TFP) growth is calculated for
both countries using equation (12) and the results are tabulated
in Table 8. Productivity growth in the assembly sectors of both
economies exhibit similar up and down trend, the only
difference being that during the 1967-69to 1972-74period the
growth rate was higher for Canada, while the U.S. assembly
sector's performance IS better for the rest of the period
understudy.

Table 8

Total Factor Productivity Growth (%)

Assembly Parts
Time Period United. United

Canada States Canada States

1967-69 VS.1962-64 4.0 5.7 12.0 3.0

1972-74 vS.1967-69 34.0 12.7 21.0 -8.6

1977-79 VS.1972-74 -21.1 -3.2 -7.2 -14.2

1982-84 VS.1977-79 9.7 37.4 -5.0 -33.3

For the parts sector, TFP for the U.S. exhibited a
declining trend over the study period. On the other hand, the
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,Cana:Q~@p~ts sector enjoyed increases in factor productivity~
"',',' -,::'. ,- -/

gr9~lt"fr~w 1962 ~o 1974, declining thereafter. The eventual
de~liheJ)duni!1g'the1972 to 1984 period 'is consistent~with the
,overjilI.,slo\yd.ownof factor productivity growth in Canadian
~tXfa.,<;tu~ing,(Stuber, 1986).

.' '.

'.!~org~nson et ai. (1986)' calculated the total factor
./. h.-", '

p~oBu~~!vi~X,growthrates for the ."aggregate"U.S. motor vehicle
an~I;:~9u~pIl)~n.~industry based on estimated translog production
, fUI1~tiO,n;Their estimat~d annual average percentage rates of
gro~~iihay,e a declining trend with 1.70, 0,48 and -0.18 for the

"'g;>~".>:_>-:<, .,,::

pei;i9J\~.ll~~Q:;66,1966-69, 1969-73 and 1973-79 respectively.
E'yg~:~\~t!o~f~hthe present study estimates the total factor
. pr~~~~~~~i~~:f:growth ,rates for the U.S. vehicle assembly
se.i>~i{t~ly/(roP:lparts and other sectors of motor vehicles and
eqJMP$+~n~1'~!1dustry,7a cursory observation of Table 8 reveals
th~~~~ram.,average productivity for the U.S. auto industry has
d~~!i~~~'fJi{~r, ,the study period. Hence our results are also
con~Mtintwith that ofJorgenson et al. (l986).

J

.,';;Translog cost functions are estimated for motor vehicle
. ~S.S~r691yand'partssectors of the Canadian and U.S. economies.
T~.e',~:ii~eliHbodratio test rejects the hypothesis of a Cobb-,
Datig-It'~'.prhtluctionstructure for both sectors of the automotive

',',Also;on average, the performance (measured by unit cost
" inc~~a~eand to~al factor productivity growth) of the Canadian
pa' n~ustry'~sbetter than the U.S. industry during the period
~ 'ugy. 'TIhisresult can be supported by the findings of
":i ,-~lr.~ •.•,' .

. ~~~:.X!!,!~~~'l'f97~), that the Canadi~ parts industry has a
Idca~!9~,yst'advantage over the US. mdustry. 1

5. Concluding Remarks

if •. "
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industry. Moreover, Allen partial elastieit:reS"o~substitution are
also different from one, contradictibg/the hypothesis-{)f_aCobb-

/ . ------
Douglas production structure. !Allthree factors of production ..
are substitutes. Both industries of the two economies have
inelastic demand: for all three inputs. The likelihood ratio test
, also rejects the hypothesis of homothetic and homoge~eous
production structure for both industries. Increasing returns to
scale are found in both industries in both economies. On
average, capacity utilization has a cost reducing effect in the
automotive parts sectors, in contrast with its cost increasing
impact on the assembly sector. Similarly, the role of technical ,
change is different in th~ assembly and parts sectors of the
U.S.-Canadian automobile industry.

Unit cost increases (decreases) for both industries of the
two economies along with the sources of unit cost changes are
calculated. Economies of scale playa larger role in reducing unit
cost of the Canadian industries than in the U.S. industries. The
price of capital has a cost reducing effect in the U.S. industries
in contrast with its cost increasing impact on the Canadian
industries. Total factor productivity growth rates are ,also
calculated. Canadian assembly sector's total factor productivity
increased by 34.0 percent during 1967-69 to 1972-74 period as
compared to a 12.7percent increase of the U.S. assembly sector.
On average, during the period 1960 to 1984 the perfor~nce
(measured by unit cost increases and total factor productivity
growth) of the Canadian parts sector is 'better than its
counterpart in the U.S. However, the opposite is true in the
case of the assembly sector, except for the 1967-69 to 1972-73
period. While outside the scope of- this study, it is probable to
consider the Auto Pact 91965) as a possible explanation for the
findings.
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Footnotes

1:~t~:b~t!ork by Mza (1988) sugge~t that the Auto Pact
affgct~a th~two sectors separately and dIfferently .. :,,' <'\:' .' , .

2'F-We!t"'ranslbgcost function of equation (3) is adapted from Fuss
and'(~Wav~nman(985), (1986 a,b) but the originality of the
pres~~r'sttiay is to use it differently in twoways:

i) 1J"or;thc"assembly industry the projected market demand is
'usea as~aninstrument for the endoneous output variable of
J~hekost:function.

ii) *.separate cost function for the assembly and parts sectors
qf the North-American automobile industry is estimated,
"since it~isisuspected that the productivity of the two sectors
.,:rfiay,.no~fonowthe same pattern.

3mhJ~llsamel,assumptionis used by Denny et al. (1981). Denny
and~I'FJuss91983),Fuss and Waverman (1985), and Fuss and
\Vaye)jman,(:l986a,b).

(.

4 Th~J~l~sti~itiesof equation (7) and (8) are nonlinear function
of.~~~I\~stillJ.ptedparameters, thus their standard error cannot
be.G~~Hlptellexactly. However, by assuming that cost shares Sj
are,~9!\$tant lind equal to the means of their estimated value,
the a~Y.D1ptoticvariance can be obtained as follows [Pindyck, R.;., . ~..

1979J:

var(Tlij)= var(lij)/Sp

for allj,

for jih,

for allj,

for jih.
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5 The instrument for assembly sector's output was obtained by
regressing the output on the followingvariables: unemployment
rate, prime interest rate, outstanding consumer installment
credit, price of gasoline, and gross national product. The
specification that is obtained by this procedure is basically the
projected market demand for automobiles. Finally, the
theoretical assertion that the assembly sector's output should
be treated as endogenous was tested empirically. Following the
idea developed in Hausman's (1978) specification test as well as
.the J-test of Davidson and Mackinnon (1981), we rejected the
null hypothesis of exogenous output at the 5 percent level.

6 A similar approach is used in Fuss and Wavermann (1985).

7 Other sector of motor vehicles and equipment industry
includes truck and bus bodies, truck trailers and motor homes
produced on purchased chassis. These sectors are not included
in the present study.
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EDUCATIONAL OPPORTUNITIES AND HIGHER
EDUCATION IN PAKISTAN

By

ABID AMAN BURKI*

1.Introduction

Most economists would now agree that material and
human resources and technology are the basic determinants of
economic growth. In particular, investment in human capital in
the form of education is now increasingly being recognized as
the most valuable investment owing to the fact that it raises the
marginal productivity of workers, lowers population growth,
enhances technological development and its adaptation, and
leads to attainment of better health and nutrition standards
[Psacharopoulos (1988), Tahamarajakshi (1988), Amjad (1987)].
Apart from these benefits education is also considered valuable
due to its positive impact on future distribution of income.
Education can play an important role in equalizing incomes if it
is evenly accessible to all groups in a country. Therefore,
governments who aim at long-term redistribution of incomes
must consider the role of education. The evidence from
developing countries suggests that white collar families benefit
disproportionately more from educational facilities as compared
with the children' of relatively less privileged families
[Thamarajakshi (1988), Jiminz (1986), Jallade (1982), Fields
(1975),Bhagwati (1973)].

59
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In Pakistan educational facilities.have expanded rapidly
siilc:el~91'ZOS;jril>this/regard,a nuijor policy shift towards primary
educa.tioncan he observed in recent years. For example,.Khan et
ai. Gl~"86)have shown that a structural change in educational
inve~~n1entexpenditures have taken place in the provinces of
Pak!~t::m'during the non-Plan period (1972-78) and the Fifth
Fiv~..¥ear Plan (1978-83). Particularly, during the Fifth Plan
inves~ment in. primary eduCation was ranked. the highest.
HO'V~~~li;d~spite $hift in government policy higher education
recei~~s a:maJor share from total educational resources in
Paki~i)m. E~l,lal educational opportunities exist, in higher
edu!ti~h,~t least in the sense that admissions in most
eciiHrltff$afj~I1stitutionsare conducted on the basis of acquired
adldY;rlfi~.rriiftit.But, the eviden~e shows that its effective access
is rt~;'~qU'~; to different socioeconomic groups [Burki et al.
. (~~;~~~~~}ia~(I987)].

,i1'lWhis'i"tmperis an attempt to present some further
eViid~~~1to't1explorewhether the existing delivery system of
hig~'~<!td~tion (which is highly subsidised) ensures equal
eau-f~~~~a!~RPortunities? The plan of th.e paper is as follows.
S~:c~iJ¥ttlftg:i~esthe data and methodology. Section III presents
e:\5~l~~on~~ccess to higher education in Pakistan. And the last
sec'h~~ve~il'i'e conclusions of the paper .

.;'irl1 .p.

2. Data and Methodology

, ..5f'Dhe .paper is based on data from both primary and
setdii1:l'ht¥so'tirces. Primary data was collected in two separate
sun:~is~itolliructed by the author and associates on M.A.jM.Sc.
stud~~ts'or]lahauddin Zakariya University, Multan (hereafter
BZUYandQtiaid-i-AzamUniversity, Islamabad (hereafter QAU)
to draw information on income, occupation and educational
background of students' families. The enrolment in these
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universities gives a representative character to our data set
since BZU represents relatively smaller provincial universities
while QAU being a federal university represents larger
provincial universities.

The survey of BZUwas conducted in march-April 1986,
in which 203 students were randomly selected for, data
collection which represent 20 percent of total enrolment in the
university during 1985-86at the master's level. A questionnaire
was designed and pre-tested by the author who at that time was
on the faculty of BZU.Thestudents were asked to fill this
questionnaire in one of their compulsory courses under direct
supervision of their class teacher. The survey of QAU students
was conducted two years l~ter in 1989. In this survey the,
required information was drawn from the admission forms of
the students who were granted admissions in January 1988 on
the basis of academic merit. Out of 434 students admitted in 14
departments, 220 students: were randomly picked for data
collection representing m,orethan 25 percent of total enrolment
in the university.

As a matter of fact both BZU and QAU represent only
general universities. There are many professional medical and
engineering colleges and universities which are not represented
in our surveys. Therefore, to diversify our aDalysis
supplementary evidence from a recent survey of medical
students conducted by Zaidi (1987) in 5 inedical colleges of'
Sindh is also presented. His analysis is aimed at, determining
the das~ composition and socioeconomicbackground of medical
students. His sample covers 358 students, who were studying in
their first and final years oLmedical college, which 'represents
about 10 percent of total medical enrolment in Sindh. Province
wise break up shows that medical colleges of Sindh alone
represented 45.percent of the total enrolment in Pakistan. Two
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b3skv~r:iables which he uses in his analysi$ of d~3S are area of
residt,'nce, and fnther.'s {Ilc~upat.i{m.

This paper primarily uses the technique of percentage
distribution comparison to measure the educational
oppO"ttu'nitiesl in Pakistan. We will show the proportion of
hou~ehohls, measured by thei:r incomes, occupational
baekgtiJijnd ahd the area of residence, who are represented in
thea~p\!,e mentioned universities and medical colleges. They
will "htve' ecqual (unequal) educational opportunity if their
repJ:es~:rttation, in the said educational institutions will be (will
notbeV):in\lprQPortionto their numbers in total population .

.i,.

3. Access to Higher Education

,:r'Whe da;ta presented in tables 1 to 4 shows that higher
inCOnict(gtou)?~are disproportionately represented in medical
col1egeSl1ind;;Universities. We can see from table 1 that upper
and ltfRpcr; nt!Udle income groups, who are about 19 percent of
the to.~n.population, are being over represented in BZU and
QAU~i~ll th,:~ir enrolment of 64 percent and 71 percent,
respet,W!~Iy. '1Ill contrast, households belonging to lower and
lower' fU~iltaleM~itcomegroups, which consist of the remaining 81

f ~~ -:'~.>'~.
perce, 8¥istan's population, have a representation of only
betWS~~fin'!29t6'(:36 percent in these universities. These results
shouTa~fJh()weYer,be interpreted with caution because there
appeilfS1~tij\'be!:tthigh response efror which may have caused a
down~ar:'a!l'f.bi~'in' reported incomes in both the surveys. For
examh'"l~jfthe#~ is a general tendency among the students to'
under~fgpijrt;lheir parent's income. Moreover, the reported
incoril~~f~fe 116tthe household incomes because only father's Of
guarlmm'g income is reported leaving other members of the
houseHold. For; instance, in a second survey of QAU students in .
Septeml)'er 1988, 27 percent students confirmed that their

/
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household incomes are higher than the incomes which they
reported in their admission forms [Burki et ai. (1988)].
Therefore, such inconsistencies in reported family incomes
create a downward bias in income classification of students in
table 1. Thus, the actual representation of upper and upper
middle income groups may be expected to be higher still.

To avoid such discrepancies in our analysis we have
augmented our data by using some proxies for socio-economic
status of families viz., occupation of the father, tenurial
classification of agriculture households, and the area of
residence. The possibility of mis-reporting by the respondents
about these questions seems to be remote. Therefore, table 2
shows income classification of students' households on the basis
of their father's occupation,1 The distribution which we observe
from this table shows a consistent pattern of high concentration
of upper and upper middle income groups in all three samples.
More specifically,in no case the representation of upper income
group is less than 50 percent. When we compare this with the
proportion of households belonging to this income group in the
population of Pakistan, it comes out that their being in small
proportion (i.e, 5.2 percent), they are over represented in higher
educational institutions. A less severe pattern is observed for
upper middle income group. According to Household Income
and Expenditure Survey: 1986.87 lower and lower mid,dle
income groups together account for more than 81 percent of
households in Pakistan. However, they are under represented
in our sample at about 20 percent. The problem in this type of
subjective grouping is ."the diversity within each profession"
[Zaidi (1987)]. For example, all doctors, engineers or lawYers
cannot be lumped together easily. However, we can safely
assume that all of them earn at least as much income that they

, 1. The income groupings of households on the basis of father's occupation and the area of
residence was originally adopted by Zaidi for medical students of Sindh. We have
supplemented OUf own evidence from the B.Z. University and the Quaid-i-Azam
University.
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qua.l~fYif~!"1<;>urcategory of upper income group i.e., Rs. 4500 and
a~;9.,f.~~'...• .

Table 1
. Income classification of student's families (Percem)

.''1''''., '''--
H9u~e!1OId•. Monthly
..:Group Income .

Monthly
Income

Pakistan BZU
(1985-86) (1986)

QAU
(1988)

(1979) (1985-86)

1 2 3. 4 5

5.2

~wcdiJcome 'Upto Rs.600 Upto Rs.1000 25.2

Lri~l!ihiiddle Rs:601-1500 Rs.1001-2500 56.1
.~:l_ J.~',Income .

Upper middle
\~, . .' "

. i'ncome--_R.e.150k~500 'RS.2501.4500 13.5
'd ;;.'

'Qp.~~r.~ncom~ Rs.2501 and Rs.450l-and
above above

9

27

31

33

5

24

35

.J. _- ~'"

a) Column 1 is based on Government of
Pakistan (1983), p.xxvii.

b) Column 2 shows inflation adjusted income
ranges for household groups in 1985-86 prices.

c) Column 3 is based on Government of Pakistan
(1989), p.xi.

d). Column 4 IS based on the author's survey of
BZU .

...•..e) Column 5 IS constructed for our new income
ranges as in column 2, from our survey as
reported in [Burki et aI. (1988)] .
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Table 2
Income classification of households on the

basis of father's occupation

Household
Group

Father'
Occupation

Medical QAU
students (%)

ofSindh (%)

BZU Pakistan
(%) (%)

1 2 3 4 5

a) Column 2 is based on Zaidi (1987).
b) Column 3 is based on the answers

respondents who reported their
occupation.

c) Column 4 is based on the survey of BZU.
d) For column 5, see table 1 above.

Upper middle

.Middle business owners,
university/college teachers,
mid-level employees in private22.1 28.1
sector, and middle land holder

of 192
father's

5.2

3.1 25.2

18.2 56.1

20.3 13.5

58.3

5.9

14.2

51.8

Lower income

Low level servants in govern-
ment or private sectors,
rural and urban workers, 3.5
subsistence land holders

Lower middle
Mid.level government
servants, school teachers,
small business owners, 16.5
skilled workers, small
land holders

Upper income

Doctors, lawyers, engineers,
landlords, large business
holders, executives, senior 57.9
government servants

Source:
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The tenurial classification of student's families also
presents a. similar picture. Indeed the pattern of land holding
and land tenure system in Pakistan is a complex matter which
canilb~o~asily be reconciled with our groupings. Landholding
and olarid QP,erating patterns bring us in the heart of the
controversy about land rented-in and rented-out by the families
oftli:e .students. The number of respondents who reported
agric~ItM!eas their father's occupation in our sample of QAU
aredrl1y 14 percent [Burki et a1.(1988)]. However, due to rural
back~pund'. of. BZU the students who belong to agriculture
housel1olds,in this university have the highest percentage (37
perceilt) in comparison with all other occupations. Therefore,
table 03 0 presents the enrolment pattern of BZUstudents
belonIDngto agriculture households by tenure. Columns 2 and 3
sulllll'i~ise o~~evidence on the proportion of farm and non-
farm<households in the sample. Column 1presents the national
dist#pution of rural households by tenure which is compared
with.tQun'saIl1pleresults. As shown in column 3, owner cultivator
famim~s>outnumber all other categories in table 3. As expected,
no st\:fl1f:mt,qelongsto the class of landless workers who alone
account for 53 percent of total rural households in Pakistan.
Howcycr, oWner cultivators, who are only 26 percent of total
rural households, emerge as the major beneficiaries of
educapionalopportunities, with their 86 percent representation
in university's enrolment.

o0 '1llieaccess to educational opportunities can also be
viewe;dby classification of student's families in different income
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Table 3
Representation of agriculture households by tenure in enrolment

in BahauddinZakariya University, Multan

Tenure

Percent of
rural households

by tenure
in Pakistan

(1986)

Students
Belonging to
agriculture
households
(Numbers)

Students attending
as percent of total

agriculture
Households

(1986)

1 2 3

Owner 25.8 56 86.2

Owner-cum-
tenants 9.1 6 - 9.2

Tenants 12.1 3 4.6

Landless
workers 53.0

Sources: a) In column 1, rural households by tenure are
reached by first estimating rural 'population in
1986 on the basis of Population Census estimates
of 1981 adjusted for an annual population growth
rate of 3.06 percent. Then the number of rural
households are estimated on the assumption of
average household size of 6.5. This is converted in
to our figures in coLI by using types of households
estimates from Agriculture Census of Pakistan
1980 [Government ofPakistan (1983)].

b) Cblumn 2 in based on the author's survey ofBZU.

groups on the basis of their areas of residence. Zaidi (1987)
presents such an evidence from the sub-sample of medical
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stude*Js,belonging to Karachi city.2 In his sample of 358. there
wereiF.$S,stu1ientswho belonged to Karachi city. These students
alsop'Ij:oVidedinformation about the locality where they were

~2:~:i_;;~~.;::. ," 'T'~rr.;.

puttiil~ up..~~nce, table 4 lists the areas of residence reported
by th'~stWl:en,ts and their grouping on income class. This
grou,}jfl}g,is'subjective because it is purely based on Zaidi's
"Thor\Qughfiirhil1aritywith the spatial distribution of the city
along!~l>£ioeq9.nomiclines" [Zaidi (1987)].

Table 4
qlilssilication of medical students of Karachi on the basis of area or residence

Area of
residence

1

Enrolment of
students
(Percent)

2

Pakistan
(1985-86)

3

Lower income Liaquatabad, Lyarl, Malir, 12.8
Keamari and Korangi

25.2

Lower;.milIdle,f~' ..Gulshan Iqbal, Garden
i~" ,;~,R,oad, P.I.B., F.B.Area,

.5.addar, Nazimabad and
Drig Colony.

UJlP~f.l'TQJddlei: North Nazimabad,
.:e.E.C.H.S.

Up~~~~orile.I'<Clifton, Defence,
'.}';,':1 K.D.A. Flats.

45.7

26.6

14.9

56.1

13.5

5.2

Sources: a) Column 1 and 2 are based on Zaidi (1987).

:b) For column 3, see table 1.

2: He claims that the classification of income groups on the basis of area of residence is
relatively less, problematic than the occupation because the income differentials within

particular localities will be less severe.
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The distributions of students in table 4 substantiates our
earlier findings. However, it shows a heavy concentration of
middle income groups (both lower and lower middle) in the
medical colleges of Sindh. Since the concentration of middle
income groups in urban areas like Karachi is much higher than
the national average, therefore, it would be naive to compare
this with the national distribution. However, to draw rough
approximation, table 4 depicts that upper and upper middle
income groups are over represented if compared with the
national distribution. It implies that this differential would be
even greater if compared with the actual distribution of
households by income groups in Karachi. Despite being in
dominant proportion, the lower and lower middle income
groups are under represented which is quite consistent with our
findings.

4. Conclusions

This paper presents evidence on access to higher
education in Pakistan. It clearly shows that the existing system
of higher education works against the lower income groups..The
socioeconomic background of households determines their
effective access to educational opportunities. The classification
of students' families on the basis of their income, occupation,
tenurial background and the area of residence consistently
shows that upper and upper middle income groups are
represented disproportionately more in our higher education
system. It appears that lower income groups are systematically
eliminated from the education cycle. This social stratificati~n
essentially restricts the opportunities for lower income groups
to improve their earnings through human resource
endowments. Moreover, it also contributes in increasing income
in-equalities in the country. All important policy implication of
these results is that the government's policy of hel!.vily
subsidising higher education needs to be rationalised on a
priority basis.
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ECONOMICS OF WHEAT THRESHERS IN
D.I. KHAN, NWFP (PAKISTAN)

By

MOHAMMAD KHAN AND A. HAFEEZ CHAUDHRY*

Although Pakistan's economy has experienced
significant structural change which is reflected in a marked
shift in the sectoral composition of output and employment
from agriculture towards manufacturing, industry and services,
agriculture continues to be the pre-dominant sectorl• Keeping
iIi line with the overall trend of modernisation, our agriculture
sector has also come a long way by switching over to new
techniques of production where possible. Nevertheless, we are
still at the very bottom of the table as far as per acre yield is
concerned. Moreover, more than one-third of the cultivable land.
is . not 'put to use for various reasons. Despite being an
agricultural country, we are even today importing basic food
items like wheat and sugar. The continuing population pressure
may aggravate the situation. if any laxity is shown and
agricultural -developmentis overshadowedby the developmental
policies aimed only at industrialisation.

Mechanisation of course, has become the symbol of
modernisation and development of agriculture. It has added
importance in view of the labor shortages that develop during

• Chairman Department of Economics Comal University 0.1. Khan and B.Z. University,
Multan, respectively.
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sowingand harvesting season. However, change in technology is
bound to create imbalances. Therefore, proper research on the
impact of mechanisation needs to be done on regular basis so
that loopholes if any, are plugged at the appropriate stage.
Usually, such research is done at natio'nal or country level and is

. .

supposed to serve as a useful guide to the policy makers.
Differences in climate, farm size, quality of land, labor supply
and irrigation system etc. in various parts of the country,
however, demand that in order to study the social impact of a
particular technology under differing agronomic situations,
regional studies should be undertaken on various aspeCts of
farm mechanisation. These regional studies should then
become the data base for all types of national studies. It might
well turn out that appropriate technology for various agronomic
situations is different among regions.

Keeping this objective in view,we have selected the area
within ten miles radius around Dera Ismail Khan primarily
agriculture based, to analyse the economic impact of whea~
threshers. Although our emphasis in the present study would
be to identify the factors that lead to the increased use ofwheat
threshers and those responsible for creating obstacles in the
adoption of this .technology, the economic impact of
thresherization hi regard to the post-thresherization use of
resources like bullocks and manpower is also discussed besides
estimating the cost of threshing both with wheat threshers and
conventional method.

Methodology

A questionnaire was prepared, pretested and used in J
collecting does. it have any statistical sig information by •
interviewing 100 zamindars operating in all four directions of •
D.l. Khan. In all there were 309 zamindars around D.I. Khan
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city as reported by local agriculture officials. Stratified sampling
technique was adopted. Out of a sample of 100, 68 were
thresher users and 32 'non-users. More weightage was given to
the users because our main concern was with the economic
analysis of thresher usage. We tried to determine whether the
use of thresher was dependent upon: i) proximity of farm to
road, ii) farm size, iii) share ofwheat crop iv) onwership pattern,
v) irrigation vi) income level vii) education, viii) household labor
supply, ix) use of other agricutur8I machinery,' and x) loan
facilities. To know the exact relationship of these attributes,
Yule's co-efficient of Association was computed. Finally, cost of
threshing one maund (40 kg) of wheat both with the use of
threshers and conventional method was also worked out.

Analysis

A Factors Responsible for use or otherwise of Threshers:

i) Location:

No concentration of either users or non users was found
in any particular area indicating the absence of demonstration
effect.

ii) Distance From Road:

Most of the observations of users was well as non users
lie withing a distance of 1-5 km from metalled road. However,

'the percentage of non users (3 %) was higher for farms away
from road (10 km) as compared to users where it was only 1.5
percent. Thus, greater concentration of users within a radius of
1-5 km from road does indicate some negative relationship
between the use of threshers and the distance from road, Yule's
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c(),~~£~~np,?fAssociation is' - 0.10 which also supports the above
cOJ1.~It!~}om~Table1).

iiii:F:g~1ns.Jz~:
"Petcentage 'of users did increase with the size of the

farm;(~7%in'the case of > 25 acre farm as compared to 17.6 %
for ;i'l~~'acte farm). However, percentage of non-users was also
, higli\;i56 o/i3.J!'inthe case of large (> 25 acre) farms. No concl~sive
r~l~tibn,ship. between the farm size and use of' threshe~s
£}{etft6teei:herges.which is also proved by the low (0.14) value
"~~"k !) f' ' ,
of.Yu1e.!sco-efficientof Association (Table 1).

iv)S~hr:eorWheat Crop:

for. a farm where wheat crop had ~ 75 % share, the
per~~p;tageof thresher users was 45.6 % and that of non-users
2~ I?~Fc~nbfljJseof threshers was therefore, positively related to
the~~p.~reof the wheat crop in the farm. As generally expected,
the,.~t:~chn(jiogy adopted is crop specific. The value of the
co~m€~'ent of Association at 0.59 is also significatly positive
,('rf{filli.~t).

'h,

v) Oli,mership Pattern:

Thel;e was no influence of ownership pattern on the use
or oth~twi.se of threshers because about the same percentage

.'-J';~.'-'j:r. f.-'"
(60 "%'a.ndp9 % respectively) of users as well as non-users were
owf£e$'~ultjYators. Similarly, there was not much difference in
th:~;~~~&eri6geof users and non-users (28% and 25%) who were

"~~:~-' .0 .' " •

tenafi.ps,.Tliisis further testified by an extremly low value (-
O.Qti:))~fthe;c'o-efficientof Association (Table 1).

'I.' ",,;:'
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vi) Irrigation:

78

The facility of irrigation on the farm did have a positive
relationship with the use of thresher in that about 3/4th of the
users had their farms mostly irrigated. One half of the non
users had no irrigation facility at all. The coefficient of
Association in this case was 0.86 which is significantly positive
(Table 1).

vii) Income:

Thresher users were almost evenly distributed over the
high and low income groups, their respective shares being 47
and 53 percent. However since 66% of the non-users were in the
low income groups, income levels may have some influence
amongst the non users. Yet no conclusive evidence is available
to suggest that income levels had anything to do with the use of
threshers. The value of co-efficient of Association at 0.25 was
also not significant enough (Table 1). Similarly, share of income
coming from wheat crop did not influence the use of threshers .
.About the same percetage (97% and 94%) of users and non users
had more than half of their income from wheat crop.

viii) Educational Status:

Sixty percent of the thresher users were themselves
educated. Among these 25 percent were graduates while 35%
Matric and above. In 73.5% of the cases, other members of their
families were also educated- 38% being graduates and 35% with
Matric and above .

. Similarly, amongst the non-\lsers, about 44 percent were
themselves illiterates and in 53% of the cases, had family
members of below Matric education level. This reveals that the
educational status of self and that of the other family members
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does have a positive relationship with the use of threshers.
High value ofQ =0.83 also suports this contention (Table 1).

ix) Age Distribution, Number of Dependents and Family
Compositon:

Age factor was not related to the use of threshers in that
the majority of thresher users (64%)and non-users (72%)were
of the same age group of upto 50 years. In this case, Q = -0.17
was also insignificant. However the family composition and
more specificiUly,avaihibility of own family labor, did influence
the use or otherwise of thresher because a significant 59% of
the non-users had large family. The value of Q=0.46 was also
significantly positive (Table 1).

x) Reasons for Switching oper to Thresher:

More than half of the respondents (51.47%) opted for
using thresher because it was a time saving device. Thirty seven
percent considered it a convenient mode of threshing. A small
percentage (11.76%) switched over to the use of thresher for
economic reasons. This indicates that most of the thresher
users are not fully conscious of the economics of thresher usage
(Table 2).

xi) Use of other Agricultural Machinery and Reasons for not
Owning Thresher:

Most of the users (69%)also used tractor on their farms.
Only nine percent were using other types of agricutural
machinery besides tractors and threshers. This shows that
majority of the thresher users are tuned to the mechanized
farming. However, 22 percent of the users were not using any
other machinery except thresher. This means that thresher
may also become popular on its ownmerit.
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Fifty one percent of the users did not have their own
thresher because they thought it to be too costly, while 22%did
not have the necessary funds to buy one. As far as loan facilities
are concerned, 51 percent of the users did not know anything
about the procedure or even the availability of loan. Loan
facilities were therefore, not playing any role worth mentioning
in regard to the purchase of threshers.

Not owning a thresher however, did not seem to have
posed much of a problem for the farmers because most of them
(81%)could get the same easily on hire and were, in 54% of the
cases, also satisfied with the terms of hire. Generally, as well
almost all the thresher users (97%) were satisfied with its
service (Table 3).

xii) Reasons For Not using Thresher - by Non-users:

As much as 69 percent of the non-users were not
satisfied with the conventional method of threshing. Out of
these, 73% thought conventional method time consuming and
the rest 27 percent considered it un-economical, indicating very
little concern about the economic aspects. This implies that had
they the opportunity, a gOodnumber of non users would haye
opted for mechanical threshing. majority of them (78%) said
they could not afford to pay its rent, and they thought it was n~t
economical to buy their own thresher with borrowed money
(Table 4). That is why as much as 84.37%of the non-users did
not even try for'loan. However, there were 75%of the non users
who wanted to borrow money but could not succeed either
because they did not have the necessary collateral or did not ..
know the procedure (Table 5).

Existing loan facilities therefore, do not seem to hav~
any significant role to play. These ought to be made more
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Table-4

Non-User's Satisfication level with conventional Mode of
Threshing and Reasons for not using thresher.

Satisfied Not Using Thresher

Yes

11
(34.37%)

No

22
(68.75%)

Can't Afford to
Buy

4
(12.5%)

Can't Afford to.
Hire

25
(78%)

Uneconomica1 Time
Consuming

6 16
(27%) (72.7%)

acceptable. Moreover, rental charges need to be reduced so that
more farmers can use threshers.

B. Impact on the Composition of Labor Force:

The number of workers at thresher users farms was
larger than those of the non-users. In 33 percent of the ca<5es,
the users had more than ten farm workers while about 66
percent of the non-user amployed 4-6 workers. Moreover, in 37
percent of family workers was zero and as much as 69 (:f of the
non users had their own family workers, In both the cases, male
adults dominated the work force. One can conclude from thiS
that presently, there is no significant change in the composition
oflabor force as a result of the use of threshers (Table 6).
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Table-G
Total farm Workers and their Distribution between Family and

Non Family Workers
Total Workers Share of Family Workers in Total

4-6 > 10 0% 100%
Thresher 13 16 25 16
Users

27% 33% 37% 23.9%
Non Users 19 2 2 22

65.5% 7% 6% 68.8%

C. Experience in Thresher use, Ownership Pattern and Mode
of purchase:

In 52% of the cases, threshers were being used for the
last 1-3 years whereas 39% of the users were using it for 4-6
years. Thus our sample did have the farmers with fair amount
of experience in the use of thresher.

About 71% of the thresher users had hired the thresher
while only 29%had their own thresher. Eighty percent of those
who did own a thresher had bought it out of their own
resources, only 20% borrowed money to buy a thresher
(Table 7).

D. Cost of Threshing:

a. By using thresher:

There are two ways to use thresher (i) by using
electricity and (ii) mechanically operated with the help of a
tractor. Then the threshers are either owned by the users
themselti!ves or hired. Cost of threshing one maund (40 Kg) of
wheat under varying conditions are summarized below, while
details are given in the cost statement: (Annexure I).
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Table-7

8(;

Experience in Thresher Usage, ownership pattern, and Mode of
purchase.

Number oryears or Thresher Use Ownership pattern

sclr owned Hired

Mode or Purchase

Selr financing Loan financing

1-3

:J5
fi:l'fr.

4-6

26
388%

20
29%

18
70.6%

16
80%

1
20%

1. Hired Thresher.

i) Electricity operated Rs. 7/-

ii) Diesel (Tractor) operated Rs. 10 70

2. Self owned thresher.

i) Electricity operated Rs. 3.80 *

ii) Diesel (Tractor) operated Rs. 5.46 *

* For an output of 10.000 maunds. For an output of 2000
maunds~ these costs would be Rs. 7.27 and Rs. 9/- per maund
respectively.

b. Conventional Method:

••I

1. Self owned Bullocks.

2. Hired Bullocks.

RS.15.53

Rs.24.2.o

Note: cost estimates are based on 1988-89 prices.
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Result

Obviously, owning a thresher and using electricity, is
preferable for those having large output or can avail the
opportunity of renting out the thresher so that it is used for the
entire season. Our survey revealed that 70.6%of thresher users
had the spare capacity and about 30 percent used it to its full.
capacity. Sixty two percent of those having spare capacity
rented it out fully, another 25 percent had their thresher
rented out partly and in 12.5percent of the cases spare capacity
was not used (Table 8). This indicates that in most of the cases,
threshers were used to their maximum capacity. For other
farmers, hired threshers using electricity are economical. It
should be noted however, that in our sample, electric power was
available only on 64 percent of the thresher user's farms.
Conventional means of threshing are clearly uneconomical.

Table-S

Thresher Users' utilization of Spare Time, Availability&
Utilization of Spare Capacity.

Use of Spare Time Availability of
spare capacity

Utilization of Spare Capacity

Rent Out

Idle Other productive Yes No
activites

10 58 48 20
14.7% 85.3% 70.6% 29..1%

Idle All Pa!otly

6 ~o 12
12.5% 62.,;% 250/"

~
I

I

E. Economic Impact ofmcchanized threshing:

It is a known fact that as a consequence of
mechanization, the existing distribution and application of
physical and human resources is disturbed and need proper re-
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adjust'~ent .. It Was therefore our endeavour to ascertain the
influence df,..thresherization on resources like bullocks and,t' '::",- ,,'

manp'O:wet,tne two main arguments in the production function
enta!,li,il'g!conventionalmode of threshing -- the third one being
the vir,y1sinipletools, not considered for obvious reasons.

Bullbcks

iIt was revealed that 46 percent of the bullocks were
dispose~.tof;25 percent were put to other uses and 29 percent
kept"ialk ('Dable2). Disposing of 46 percent of bullocks meant
addiI1g~toth'i:~stockof bullocks which will have its own positive
efTeetonthe"economy.

It was only 29 percent of the bullock power which was
repo:rtedras having been rendered idle. But that is only for the
duration of threshing season which is one and a half month. All
in all~there is no significant wastage of bullock power due to the
introd4~tion.()f threshing machines.

Manpower

As regards post thresher manpower utilization, majority
of thew (61.76%) reported they used the same manpower with
the ~b;t~esh~rsimplying no unemployment problem. A little

J',t-~:".,

morei,tilian35 percent said their manpower was rendered partly
idle.

)mhe number of workers used for threshing with
threshers may be the same or even greater than that of the
conventional method but in terms of labor hours, less labour is
emplox~d be.cause of much shorter duration of mechanical
threshing. Therefore, quite a good number of workers may have
nothing to do and could be motivated by the agriculture
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r
I

extension officials to engage themselves in other productive
activites. On our enquiry however, it turned opt that 85%of the
workers were already using their spare time in other productive
activites while only ~5%remained idle (Table 2).

Summary and Conclusions

An effrt has been made to study the economics of wheat
thresher in D.1.Khan. The objective was to identify the factors
that were responsible for the adoption or otherwise of
mechanized threshing technology, the economic impact of this
mode of threshing on conventional resources like bullocks and
manpower besides estimating the cost of threshing both with
wheat threshers and conventional method. A survey was
conducted with the help of a detailed questionnaire and data
thus obtained analyzed.

Among the factors that led to the increased use of
threshers were proximity to road, larger share of wheat crop on
the farm, irrigation facilities, education, family labour, time
factor, farm size. Ownership pattern age and income, had no
significant effect on the use of threshers. The obstacles in the
way of using threshers were high rental charges, and, non-
availability of loan facilities. On average, the cost of threshing
by wheat threshers was one half that of the conventional
method.

As far as the economic impact on the conventional
resources was concerned, it was found that no significant was-
tage of bullocks and manpower resources occurred.

On the basis of this study, it can be concluded that
mechanized threshing of wheat is surely economical but it
needs to be improved by linking the farms with a network of
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roa:ds,,,,easilyaccessible and greater loan facilities, electrification
of"farcftis and last but not least, establishment of thresher
housesdn various small towns under the supervision of PASSCO
so that spare threshers can be readily made available for renting
out'Jmd those in need of these machines can get them at
reaso~ablecrates without much waiting.
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Statement of Threshing Costs In Rupees Per maund Under
Varying Conditions

Output 5 bags 00 maunds/hour)

I.

A

Rented Thresher.

Electricity Operated:
i) Thresher Rent

(includes one operator only)
ii) Electricity Charges.
iii) Labor.
iv) Transportation.

Total :

4.00

.0.20
2.50

0.20

Rs. 6.90

say: Rs. 7.00
B. Diesel (Tractor) Operated:

i) Thresher Rent
(inclunes Tractor Charges) 8.00

li I Labor 2.50

~ iii) Transportati(ll1 0.20

Total : Rs. "10.70

n. Self-owned Thresher.

A. Electricity Operated.

a. Variable Cost in Rupees/maund.
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i) Electricity Charges.

ii) Labor

iii) Transportation

Total :

b. Fixed:Cost

i) Operator

ii) Annual maintenance.

iii) Depreciation.

iv)'.Interest Income Lost

Total :

Total Cost: RS.3.775

0.20

2.50

0.20

Rs. 2.90

0.105

0.05

0.30

0.42

Rs. 0.875

92

Note: 1. Should either have own crop of 10,000maunds or
thresher be rented out. In any case, it should be
used for the entire season of 1 months - 1000
hours (l080-80 hours allowed for change over).

2. For output of 2000 maunds FC=4.375/maund
and th total cost/maund would be Rs. 7.275 about
the same as that of a rented thresher. For output
of 1000 bags (2000 maunds) owning the thresher
is preferable.

B. Diesel (Tractor) Operated:

a. Variable Cost in Rupees/maund.

J
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i) Diesel

ii) Labor

iii) Transportation.

Mohammad Khan. and A. Hafeez Chaudhry

1.76

2.50

0.20

Total: 4.46

b. Fixed Cost.

i) Thresher: (Same as that of
Electricity operated) 0.875

ii) Tractor:
1.Annual maintenance: 0.017
2. Depreciation. 0.110

Total 1.002

Total cost: Rs. 5.462

Difference: (Diesel vs. Electricity operated) 5.462-3.775 =
1.687sayRs. 1.7.

Result: Rs. 1.7/maund is additional cost for threshing by
Diesel (Tractor) operated thresher rather than
using electricity.

Note: For an output of 2000 maunds Fixed Cost of
Thresher would be Rs. 4.375, and Total Cost Rs.
8.96, sayRs. 9/- maund.

Conventional Method: Cost

Output 5 bags (10maunds)/day
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i) Labor

ii) Wastage

iii) Bullocks.
a. rented
b. own bullocks, includes
unkeep a'1.d depreciation.

iv) Cost of additional Time.

Total: Rented Bullocks.
own bullocks

94

10.00

2.00

10.00

1.33

2.20

24.20/maund
15.53/maund

2. Ahmad, V and Rashid Amjad. The Management of Pakistan's Economy, Karachi 1,)84,
Oxford University Press pp. 172.1 fll.

3. Income ~ Rs. 31,000 Per Annum were catagorized as High and ~ Rs. 30,000, as low.



BOOKQEVIEW
Perspective on Development Planning in Pakistan*

By

MOHAMMAD ASLAM

Dr. Aslam's latest book "Perspective On Development
Planning in Pakistan" is a complement to his earlier work :
"Outlines of EconomicPlanning". The recent work is a valuable
contribution to the existing literature on planned economic
development in Pakistan.

The process of economic development in Pakistan
started almost simultaneously with independence. A planning
agency in the form of a 'Development Board' which Dr. Aslam
terms as a 'weakling' was constituted in 1953. The planning
organisation changed in nature and scope with the passage of
time and political changes in the country. The author traces the
history and evolution of the planning organisation in the first
chapter. The next two chapters deal with the structure of the
planning agencies at the federal and provincial level, and the
process of plan formulation, implementation and evaluation.
The author is of the view that the 'planning process.has been
adequately institutionalised' and specific institutions created
for the purpose of plan preparation have acquired sufficient
competency to accomplish the primary task assigned to them.

* Lahore: Bilal Books, 1991. 378 pp. Price Rs. 100 (Paper Back), Rs. 175 (Hul'd BUlk)
95
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However, the 'institutions for monitoring and evaluation of
proj~ets have largely failed to come up to expectations.

" ..A ~QI,Dparativestudy of Pakistan's five year plans with
refel;~hceio their size, strategies, objectives, sectoral priorities
and;~e'S~lt~hasbeen made in chapter 4. The factors responsible
fot fhe diff:erence in the performance of different plans have

... "'f
been carefully analysed. The achievements of each plan have
beeIlobjeCtively commented upon.

A long term or perspective plan has special relevance for
the L.B.Cs; as it can be addressed to solution of specific long
term ,issue's like industrialisation, construction of social
ovenhead icapital and balanced development of sectors and
regi~9ilsjetc,\Pakistan launched its First Perspective Plan (1965-
85~I,jnh1965;,butas pointed out by Dr. Aslam in the 6th Chapter,
this pl~ became 'superfluous' after the debacle of 1971. The
Second Perspective Plan (1988-2003)was launched with the 7th
Plan\:

Resource mobilization is not only a pre-requisite for
successfulfplanning but a difficult nut to crack for the
dev:.~loping'countries. In view of its pivotal role, the resource
mt)b'illZationhas been discussed in three lengthy write-ups :
dorfiestic,"external and human resource mobilization (chapters
6'"8~;i;rhefailureof the Government to raise tax af\a percentage
of'G.ioN'.'P.,to ..keep a lid on its non-development expenditure and
to' ,take effeCtive fiscal measures to curb private consumption
severely affected the domestic resource mobilization efforts.
Lo*'savings not only affected the investment levels, but also led
to the ,widening of saving-investment gap. This gap had to be
fille.().'in by foreign aid, thus increasing our dependence on
foreign resources. Dr. Aslam rightly concluded that the
wid~fiing()t the S-I gap at substantially low levels of the two 'is

I



the greatest single failure of planning in Pakistan'. Imposition
of an agricultural income tax has been a subject of great
controversy in Pakistan. Dr. Aslam comes out with a novel
proposal of exacting a surplus for capital formation without
resorting to an agricultural income tax. He suggests that the
system of deferred payment for a part of value of agricultural
produce, purchased under the compulsory procurement.
scheme, be paid in the form of bonds, N.I.T. Units, Saviag
Certificates etc. However,the backlash effed of such a payment
scheme on the agricultural output may also he considered.

I

II
,

97 Mohammad Aslam

Deficit financing has been widelypracticed as a source of
capital formation in many of the developing countries and
Pakistan has been no exception. The implications of this
technique have been highlighted by Dr. Aslamwhich he terms
as 'double edged'weapon'. He has also given a fair treatment to
the' study of monetary and fiscal policies in resource
mobilization.

The role of foreign aid as a source of external resource
mobilization has been extensively discussed. After giving the
rationale of foreign aid for Pakistan, the author has dwelt upon
the nature and extent of dependence on it. 'l'he discussion of
the debt-servicing problem from Pakistan's perspective as well
as from that of the Third World Countries, is commendable.
The U.S. aid to Pakistan in historical perspective and the aid
package of 1987 to 1992 provides an interesting insight to the
'love-hate' relationship with U.S.A. The emphasis on self-
reliance by the present government can be understood in a
better way in the light of this analysis.

Chapter 8 ~fthe book on Population Problem opens with
the conflicting positi~~and negative role of population growth.

•••. ;,:'i

After a brief discussion on the demographi~ transition in the
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world in historical perspective, Dr. Aslam focuses attention on
the population scenario in Pakistan. As Pakistan faces the
population explosion,population planning strategy has received
considerable attention. The causes for the failure of the
strategy in arresting the population growth have also been
hinted upon.

The sectoral planning finds comprehensive treatment. In
view of the important role of agriculture in the economy - its
development -problems have been discussed in chapter (9-12).
Though agriculture is the backbone of the economy, it is
.marred by lowproductivity. 'It is in the agricultural sector that
the battle of long term economic growth will be won or lost!
(Myrdal) aptly applies to Pakistan. Besides a well-written
chapter on agricultural planning, Dr. Aslam has discussed the
issues of Agricultural Pricing Policy, Land Reforms and Green
Revolution quite exhaustively.

Another aspect of significance in the book and worthy of
emphasis is industrial development. The political leaders and
the development planners in L.D.Cs seem to subscribe to
Chenery's view 'that industrialisation is the main hope of
developing countries'. Though efforts to industrialise started
immediately after independence, yet industrial development
received a priority in the 2nd Five Year Plan. The strategy to
ind strialise through private enterprise paid off. The size of
manufacturing sector, its share contribution to G.N.P. and
emplOYmentshowed considerable increase. The country had an
industrial bonanza.Yet it also led to the rise of a 'Robber-Baron'
Class, concentration of income and powers in 22 families,
income inequalities and regional imbalances. The functional
inequality strategy was replaced with a policy of distributive
justice during 1971-72 to 1977-78.The period also witnessed
nationalisation of financial and industrial units. The result was
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a sharp decline in industrial output. The various aspects of
industrialisation are discussed in chapters (14-16).

Foreign Sector Planning is another section of
significance. Like other developing countries, Pakistan has been
facing serious problem of chronic B.O.P. disequilibrium. Dr.
Aslam has drawn this interesting conclusion from the B.O.P.
figures of various years; 'the democratic era' has been generally
associated with an improvement in B.O.P., while a dicta~orial
one has been aligned with a deteriorating one, which according
to him, 'may be due to the temptation to live beyond means
under dictatorial regime not accountable to the people or
parliament'. After discussing the side-lights of the problem, he
suggests future strategy.

Chapter 18 discusses the 'Remittances. Bonanza'. Besides
taking stock of the phenomenal growth ofworkers remittances,
their impact on B.O.P., employment, poverty alleviation,
domestic saving and investment and price level have been
dilated upon. He is probably right that an opportunity of more
profitable use of these remittances has been lost. This reminds
us of a previous lost opportunity arising out of the Korean War
in early Fifties. The analysis of the phenomenal return of
migrants as a result of the Gulf Crisis closes the chapter giving
an update touch to the problem of remittances.

In the last chapter (19), the problem of regional planning
has been discussed. It was 'the economic disparity' between East
and West Pakistan which sparked off the winds of separation.
The author on the basis of data compiled and analysed by him
observes that economic disparities do exi~t among the four
provinces of Pakistan. He is of the view that regional planning
aimed at development of backward areas should form an
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mtegral part of the whole planning exercise and assiduously
interwoven into an overall economic plan.

The book is written in a simple and straight forward
style. It avoids giving long and difficult to comprehend tables. it
puts the development efforts of the country in a pr:oper
perspective and contains thoughtful conclusions on basic
problems. The bibliography given at the end of the book has
added to the utility of the book for the serious minded and
research oriented scholars. An index would have further
increased its utility ..

Prof. AS. Khalid
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