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ABSTRACT: Laser-induced breakdown spectroscopy (LIBS) of
Titanium (Ti) plasma has been investigated under ambient environments
of Ar and air for various pressures ranging 10 to 700 torr. Plasma was
performed by employing Q- switched Nd:YAG laser pulses (A = 1064nm,
=10 nsec, energy of 200mJ). The emission spectra, excitation
temperatures, and electron densities are appreciably influenced by the
nature and pressure gradients of ambient atmosphere. The maximum line
intensity is observed at pressure of 50 torr for Ar atmosphere and at 100
torr for air. Both the electron temperature as well as electron density are
found to be increased with increasing pressure up to a certain range of
650 torr and then are decreased. Investigation of the controlled inert gas
environment suggests that there exists an optimum pressure range that
enhances signal strength of emission lines. Our experimental observations
also provide evidence about the formation of a mixing zone between the
target plasma and ambient gas that has already been explained on the

basis of different hydrodynamical models (Piston model).

Keywords: LIBS, Electron temperature, Electron density, Ambient

Pressure.

1. INTRODUCTION

Laser Induced Breakdown Spectroscopy (LIBS) is a rapidly developing and promising
technique for plasma diagnostics and material characterization [1-4]. Multi-elemental
analysis of solids, liquids and gases with no sample preparation is one of the
emerging aspects of this simple technique. However different physical and chemical
processes as plasma ignition and plasma decay involved during ablation under ultra
high-vacuum, make this technique to be a complex one. Moreover the laser ablation
under different ambient conditions suggests additional complexities (formation of
shock waves etc). The understanding of plasma dynamics in the presence of different
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ambient gases becomes significantly important for desired applications e.g. pulsed
laser deposition, nano-structuring of materials and LIBS in which the laser ablation is
often required to be performed in the presence of background gas [3].

The role of the inert gases in plasma studies (LIBS) has always been appreciated
because of its usefulness without perturbing the experimental setup. There are
multitudinous experimental confirmations for the Ar gas to be used for best signal
strength and for the deprivation of plasma from different undesired chemical
reactions. High ionization potential and large atomic mass of Ar are responsible
factors for improved thermal insulation and geometrical confinement of plasma [3, 4].
Many hydrodynamic models predict the different mixing phenomena between ambient
gas and vapor plume under certain ambient pressures [5, 6]. One of these gas-
dynamic models describes the formation of a mixing zone between ambient gas and
vapor plume according to which in the presence of an ambient gas, a strong shock
wave propagates towards the target to balance an out-coming shock wave. Such
inward flux may facilitate the mixing of vapor plume and ambient gas. The width of
this zone formed in the periphery of plasma varies depending upon surrounding gas
pressure. As the pressure increases up to a certain limit (depending upon the nature
of a gas) ambient gas starts to work as a piston which reduces the further mixing of
vapor plume and ambient gas [3]. Such effects of background gases have a strong
influence on mass ablation rate, the plasma temperature and the electron number
density [7-9]. The current work deals with the optimization of Ti plasma evolution
using LIBS technique under different ambient gas pressures of Ar and air. The
obtained results also verify the hydrodynamic model (Piston model) under the
experimental conditions. The fluctuations in intensity profiles of characteristic lines
were analyzed as a function of ambient pressure and are significantly contributing
plasma characteristic in formation (electron temperature and electron density). The
experimental conditions (nature and pressure of ambient t environment) have been
optimized for Ti having crucial effects on electron temperature and electron
density thatin turn are imperative for pulse laser deposition , material processing and

structuring.

2. EXPERIMENTATION

A schematic of experimental setup used for LIBS analysis of the material under
different ambient pressures is shown in Fig.1. A Q-switched 1064nm Nd:YAG laser
(CFR 200 Big Sky laser Technologies Quantel France) delivering pulses at a
repetition rate of 1-20 Hz is used as source of plasma formation. The pulse energy
was fixed at 200 mJ. The laser beam was focused onto the sample by a 20 cm focal

length lens. The targets were placed at a distance of 3cm before the focus in order to
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suppress ambient breakdown. Samples were mounted on a rotating stage for the

analysis of fresh sample surface for each exposure. The optical emission from laser

induced Ti plasma was viewed through side window present at 900 to the plasma

d HR Mirror
Nd: YAG Laser \

C} Focusing Lens

expansion direction.

Plasma Plume

Vacuum and gas filling

Optical Fiber
LIBS :2500 ; Target

Fig. 1: A Schematic of an experimental set-up.

In order to investigate the effect of nature and pressure dependence of shield gases
on the laser-induced breakdown spectroscopy of ablated Ti, the targets were
irradiated under different ambient conditions of Ar and air. Plasma was formed in a
vacuum chamber, in which the ambient gas pressure could be accurately controlled
with a mbar precision. The plasma emission was collected by LIBS2500 plus
spectrometer system (Ocean Optics Inc, USA). This system consists of LIBS Fiber
bundle with seven linear silicon CCD array detectors for a broadband 200-980 nm
analysis, with an optical resolution of 0.1nm. All the measurements have been
performed with a time window (integration time) of the order of 2.1 milliseconds. The
elapsed time between the arrival of the laser pulse on the sample and the beginning
of the measurement (often called delay time) was 1.25 ps. theoretically; this delay is
the period of time after the laser vaporizes the material and the spectrometer begins

acquiring data.
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3. RESULTS AND DISCUSSION

3.1. Emission Intensity Profile:

In the present work, investigations have been performed on spectral response of Ti
plasma produced under various ambient conditions. The spectra obtained lie in UV to
IR region. The spectral lines Ti (1) 334.67nm, Ti (I) 488.50nm, Ti (I) 551.25nm, Ti (I)
586.64nm, Ti (I) 625.80 nm and Ti (I) 720.94 nm were selected in order to evaluate

the excitation temperature and density profiles of Ti plasma.
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Fig. 2: The emission spectrum of Ti in Ar at a pressure of 10 torr.
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Fig. 3: The emission spectrum of Ti in air at a pressure of 10 torr.
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Fig.2 and Fig.3 show the emission spectra of Ti plasma at the pressure of 10 torr for

Ar and air atmosphere respectively, consisting of atomic and ionic Ti lines. The
spectroscopic parameters of selected transitions used for evaluation of electron
temperature and density are listed in table 1 [10, 11].
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Fig. 4: The intensities of selected wavelengths of Ti plasma at various pressures of
(a) Ar and (b) air.

Fig.4 (a, b) shows the comparison of line intensities for selected transitions in Ar and
air under different pressures (10-700 torr). The emission intensity profile is different
for different ionized lines of Ti. It is observed that initially intensity of all the lines
increases with increase in pressure attains its maximum at 50 torr in Ar (Fig.4a) and
at100 torr in air (Fig.4b) and then decreases with further increase in pressure. The
trend of emission intensity variation for Ti plasma after its ablation in air at the
pressure range from10 torr to 700 torr is comparable to that of Ar atmosphere upto a
certain extent as there are higher emission intensity values in case of Ar for same
transition lines (Fig.4). The emission intensity has maximum value for Ti Il 551.25 nm
for both air and Ar ambient. This metallic plasma emission intensity profile is in
agreement with the previously reported work [12].

The lower emission intensity at pressures less than 50 torr in Ar (100 torr in case of
air) is attributed to a reduced shielding effect of the ambient gas plasma due to the
lesser gas particle density at reduced pressures. The plasma readily expands into
the low-pressure region, decreasing the density of species. This results into reduced
absorption of the laser pulse via inverse Bremsstrahlung and less shielding of the
target surface. However the nanosecond LIBS plasma studies indicate that using
lower surrounding pressure produces plasma expansion in less denser atmosphere that
in turn induces less intense shockwave. As more photons will interact together with
the target surface due to reduced shock wave density, less intense spectrum will be

obtained [13, 14]. The pressure rises upto 50 torr in Ar enhances the collisional
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frequencies of plasma particles resulting into more momentum transfer and increased

cascade growth of electrons [15].

Further increase in pressure 50 torr to 700 torr, there occurs a confinement effect of
the plasma nearer to the target surface. This effect shields the target surface. The
remaining part of pulse absorbed by the plasma results into a strong shielding and
hence reduces the ablated mass from the target [16]. The decrease in LIBS emission
intensity with increasing pressure (after 50torr and 100torr) is therefore attributable to
plasma shielding i.e. self assimilation of laser energy by plasma itself. The same
trend has also been studied in Ar and hydrogen in previous work [17]. At higher
pressure peak broadening and self absorption phenomena are prevailed. It is
reported that there may be defocusing or misalignment of laser pulse at high pressure
resulting in reduced intensity profile. From Fig.4 (a, b) it is clear that the emission
intensities are higher in Ar atmosphere than air. This is attributed to thermal
characteristics of the ambient gas which are responsible for energy loss from the
plasma. The thermal conductivity of the Air (0.0262 W m” K'1) is larger as compared
to the Ar (0.016 W m™ K ™) at 25 °C. Therefore, the plasma in the air environment

cools rapidly as compared to Ar, thus resulting in to low emission intensities [12, 17].
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Fig. 5: The pressure versus intensity graph of ionized ambient atoms.

The gas-dynamics model predicts an important mixing effect of argon gas into the
vapour plume according to which the conservation and the transformation of the
kinetic energy of expanding plume lead this mixing resulting in increase in thermal
energy of the argon. The collisions between argon gas and vapour plume, in this
mixing zone transfer the energy back and forth. The width of mixing zone that is
formed in the periphery of plasma decreases as the ambient pressure increases

finally causing the decrease in the intensity of emission lines since the ambient gas
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starts to act as a piston and reduces further mixing [3]. The obtained emission spectra
under different pressures contain Arl, and Arll lines. Fig.5 shows pressure verses
intensity plot of ionized ambient atoms so that the aforementioned physical process
and hydrodynamic models [4] can be appreciated.

3.2. The Electron Temperature:

In order to understand the different processes within plasma like excitation,
dissociation and ionization, the enlightenment about plasma temperature is
necessary. Plasma is assumed to be consisting of single electron temperature (Te)
under local thermal equilibrium condition. This electron temperature can be calculated
from obtained spectrum with the help of Boltzmann plot method that can be used for
known excitation states. For the evaluation of temperature, emission intensities of six
various distinct Ti lines (334.85, 488.50, 551.2, 586.6, 625.8, 720.9 nm)have been
selected for Boltzmann plot. Boltzmann distribution is given by the following relation
[13].

P
tn| Zonmn | Loy g f N 0
g KT, U(r)

Where In,, Amn, Amn, Om @nd E; are the intensity, wavelength, transition probability,
statistical weight and energy of upper state m. U(T), N (T), k and T, are partition
function, total number density, Boltzmann constant and electron temperature,

respectively. For a given spectrum, a Boltzmann plot of the logarithmic term

A 1
(—mn_mn
gmAmn

calculated value of electron temperature of Ti plasma varies from 7000 K to ~ 9250 K

) versus E,, yields a straight line whose slope is equal to -7/kT.. The

in Ar and 6000 K to 8250 K in air. For different pressures ranges from 10 torr to 700
torr these temperature values have been plotted in Fig. 6. The increasing trend of
temperature up to range of 650 torr is observed that decreases with further increase
in pressure.

The results show that the temperature values are higher at the higher pressure
because of the plume that is confined to a small volume in front of the target.
However, the three factors attributed to increase in plasma temperature at higher
pressure are the involvement of more ambient molecules in the plasma formation
resulting into transfer of laser energy to the material. Second factor is decrease in
mean free path of ablated species which increases the collision probability [13]. Third

factor is laser supported detonation (LSD) waves where laser pulse deposits some



8 A. HAYAT, S. BASHIR AND K. MAHMOOD

part of its energy to the background gas which is surrounding the plume. Thus during
mixing of the ambient gas with plasma plume further energy is transferred to the
plasma plume [18]. After 650 torr the decrease in plasma temperature is attributed to

shielding effect that becomes dominant for higher pressures.
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Fig. 6: The variation of electron temperature of Ti plasma as a function of pressure.

The results from LIBS indicate that the values of emission intensity and electron
temperature are higher for Ar than for air. Ar as compared to air is a good thermal
insulator and has smaller thermal conduction co-efficient. The space-average time
cooling rates for Ar and air are about 1x10° Ks and 2.3 x10° Ks™ respectively. This
increase in temperature in the presence of Ar atmosphere is due to negligible heat
exchange between plume and ambient gas. While the radiative cooling causes the
decrease in temperature where different compressed and ionizes species start to
relax [4]. Additionally, the axial length of plasma has a significant influence on plasma
temperature and plasma density [12]. This axial length will be smaller for Ar than air
(due to higher density of Ar than air) and hence more confined plasma will be formed

in the former case resulting in higher electron temperature.
3.3. The Electron Number Density:

By considering local thermal equilibrium (LTE) conditions a Lorentz function is used to
evaluate the FWHM of stark broadened lines for the plasma density calculations. The
best Lorentzian fit for the line 453 nm having FWHM (= 0.0813 +£0.0013) has been
used. The stark broadening of emitted lines from plasma occurs due to collisions with
charged particles resulting in peak wavelength shift. When the radiating species
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(atoms or ions) are surrounded by dense plasma, Doppler broadening mechanism is
completely negligible in comparison to broadening caused by charged particle (Stark
broadening) [11]. This line broadening is important for the determination of electron
density. The electron density related to the FWHM of stark broadened line AA;» nm, is

given by the following relation [13, 17].

1
N, N, )4 5 N,
Aﬂ,% :2w[1016j+3.51‘1[1016j |:l—l.2ND3 :|Xa)[10?j )

Where N, is the electron number density (cm'3), w is the electron impact width

parameter and A is the ion broadening parameter. Both w and A are weak functions
of temperature and can be interpolated at different temperatures by using quadratic
relation [19].
Np is the number of particles in the Debye sphere and can be calculated by the
following relation [1].
3
N, =1.72x10" m
N, 2(cm’3)
<)

The first term in the equation (2) refers to the electron broadening and second term is
the contribution from the ion broadening which is very small (in our case) and can be

neglected and equation 2 reduces to equation 4 as

AA =2w N,
4)

The equation (4) is used to calculate electron density where the reference data of [18]

is used to get values of w related to different plasma temperatures.

Fig. 7 is the graph of evaluated electron densities at different pressures. From the
data, the maximum evaluated electron density is 9.4 x 10" ¢cm™ for Arand 8.9 x 10"’
cm™ for air.Our experimental observations reveal that there is increase in electron
density with the increase in pressure irrespective of nature of ambient. There are
three basic processes responsible for the increase in temperature and electron
density as (i) collisions with background gas resulting in excitation (ii) electron impact
excitation and (iii) generation of shock waves produced in ambient gas due to plasma

expansion which causes the ionization of the gas [17]. It is interesting to remark here
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Fig. 7: The variation of electron density of Ti plasma as a function of pressure.

that with the increase in pressure there is manifestation of plasma confinement close
to the target surface. This confinement enhances the electron-atom collision
frequency which produces more electron concentration. Finally the decrease in

plasma temperature and density is due to enhanced shielding effect after 650 torr.
4, CONCLUSIONS

The experimental results reveal that the nature of ambient gas and its pressure is one
of the major factor controlling laser induced plasma parameters such as optical
emission intensity, electron temperature and density profile. The emission intensity
profile has maximum value at pressure of 50 torr for Ar and 100 torr for air and then
decreases with further increase in pressure. These results agree with the “piston
model” that describes the plasma expansion under high pressure ambient gas
environment. A mixing zone is formed at the periphery of plasma due to mingle effect
of vapor plume and ambient gas resulting in efficient plasma confinement. The validity
of this model is supported by measuring the intensity values of ionized ambient atoms
at different pressures that exhibit the decreasing trend with increase in pressure. The
increasing trend of plasma temperature and plasma density upto a certain value is

attributable to confinement effects and finally decreases due to the shielding effect.
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ABSTRACT: This paper is about the controllability and observability of
mathematical model for glucose insulin regulatory system of diabetes
mellitus. We analyzed the model proposed by Sandhya and Deepak
Kumar [1]. The model comprised of three equations with 8 parameters. It
was nonlinear model. So we linearized it about equilibrium points. Then
property of controllability and observability were examined by taking insulin
as input and glucose as output. The result presented is that, the model is

controllable but not observable.

Keywords: Diabetes mellitus, Mathematical model, Controllability,
Observability.

1. INTRODUCTION

Diabetes mellitus or simply diabetes is a disorder of metabolism. It is a disease in
which a person has high or low sugar level. Diabetes may occur due to two defects.
These defects are either due to no insulin production by pancreatic beta cells or no
response of insulin by body cells. Combinatorial effects of genetics, environment and
immunological factors lead the destruction of beta cells [2]. Insulin is an enzymatic
protein, which is composed of 51 amino acids. Insulin is produced by beta cells of the
pancreas (a body organ). The blood glucose level is regulated by insulin.

Two main types of diabetes are proposed by WHO (World Health Organization)
committee in 1980. They classified the types by giving their name as IDDM (Insulin
Dependent Diabetes Mellitus) or Type 1 and NIDDM (Non Insulin Dependent
Diabetes Mellitus) or Type 2. In 1985 IDDM and NIDDM were considered as names
for types of diabetes [3].

Type 1 is chronic conditional diabetes in which pancreas produces little or no insulin.
In this type of diabetes body immune system attacks and destroys the beta cells. This

means that the body can no longer produce and secrete insulin into the blood and
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regulate the blood glucose concentration. This attack is called autoimmune disease.
Type 1 comprised of 12 to 15 percent of cases of diabetes [4]. Type 2 is also a
chronic condition. It affects the way in which our body metabolizes the sugar. The
body resists the insulin in diabetes of Type 2. Type 2 diabetes mellitus is mainly
characterized by two defects which are impure insulin secretion and insulin resistance
[5]. Recently a steady demographic shift of type 2 in the younger population is noted.
As high blood glucose and low blood glucose level are very crucial to a person's
health. Without monitoring the blood glucose level a person gets metabolic iliness
which can damage his health. Diabetes mellitus can damage organs like heart,
kidney and pancreas. Sandhya and Deepak Kumar proposed a mathematical model
for diabetic patients. This model is for glucose, insulin regulatory system of diabetes
mellitus. Many models were already developed for diabetes, but those models are
valid for certain specific conditions. Deepak Sandhya's model is a very simple model
and is valid in all conditions of diabetes.

For this model, the data of many patients were collected. But in the present work we
take the data of one patient. Controllability and observability of model has been

checked by using this data.

2. MATHEMATICAL MODEL

Consider a mathematical model with three factors; Insulin sensitivity, glucose
effectiveness, and pancreatic responsiveness, referred to in Pacini and Bergman [6],

play an important role in glucose disposal.

These factors are shown by variables like G, X and /. G shows the glucose level, X
shows glucose uptake activity and / show the insulin level in diabetic patient. This
model has many parameters whose Basel values are also involved like G, and I,,. So

the equations of the model are defined by [1].

da
E = —mlG + m21+mle ’ (1)
ax
E: _sz + m31— m31b + mGIb' (2)

P —mgl+ m,G + mymg — mgl + mgl,, (3)
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Where G(t )is the plasma glucose concentration at time t(%), X(t) is the generalized
insulin variable for the remote compartment (min~'), /(t) is the plasma insulin

concentration at time t(%) G, is the Basal pre-injection value of plasma glucose

(%),Ib is the Basal pre-injection value of plasma insulin (%),m1 is

insulinindependent rate constant of glucose rate uptake in muscles, liver and adipose
tissue (min~1), m, is the rate of decrease in tissue glucose uptake ability (min=1), m,
is the insulin independent increase in glucose uptake ability in tissue per unit of

insulin concentration I, (min‘2 (%)) m, is the rate of the pancreatic beta cells
release of insulin after the glucose injection and with glucose concentration above
h((%)(min‘z) (%_1)>,m5 is the threshold value of glucose above which the

pancreatic beta cells release insulin, m, is the first order decay rate of insulin in

plasma (min~1) pancreatic beta cells release insulin.

3. CONTROLLABILITY AND OBSERVABILITY FOR NORMAL

PERSON

3.1 Values of Parameters:

The associated table shows the values of parameters involved in equations (1)-(3).

We consider the values of parameters for normal person [1].

Table 1:

Parameters | G, | I, m, m, m; my ms mg

Values 80 | 7 | 0.0317 | 0.0123 | 0.0000049 | 0.0039 | 79.035 | 0.2659

3.2 Model after Parameter Substitution:

By substituting the values of parameters from Table 1, we get:

da
Fri —0.0317 ¢ + 0.0123 I + 2.53600 , 4)
ax
Fri —0.0317 G + 0.0123 7+ 1.8612 , )
dl
— = —0.25691+ 0.0039 G + 2.1695 . 6)

dt
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3.3 Equilibrium Points:

We get 83.65, 9.415, and 151.32 as equilibrium points by putting left hand side of
equations (4)-(6) equal to zero.

3.4. Linearized Equations:

The Linearized equations about equilibrium points are

dG
5= —0.0317G+0.01231, ™
dx
< = —0.0317G+0.01231 , ®
di
-7 = —025691+0.00396 . 9)

3.5 Linear Control:

The linear control system is defined by

%‘:Ax(t)+Bu(t), y = Cx(0),

Where x(f) € R*, u(t)e RP and y(t) € R*for tel. A(t), B(f) and C(t) be matrices in
12 (I,R), defined on / and have appropriate dimensions i.e., A(f) is n by n, B(t )is n by p
and C (1) is k by n matrix. 1 = [t ,t,], t; < ¢, < =« respectively /= ¢t,,* ).

In this case we have a matrix X of the form:

x=G x 117

by substituting the values from linearized equations, we get:

—0.0317 0 0.0123
A= 0 —0.0123 0.0000049
0.0037 0 —0.2657

3.6 Input and Output Matrices:
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Let us take insulin as only input and glucose as output. So we have Bas input matrix
and Cas output matrix. Then
B=[0 0 1]Tand ¢c=[1 0 0]
3.7 Controllability and Observability Matrices:
The controllability matrix R and observability matrix @ will be defined as:
R=[A AB A?BlandQ=[C CA cA?"
3.8. Analysis of Controllability and Observability:
By finding the rank of matrix R and matrix Q, we get
Rank (R) = 3 and Rank (Q) = 2.
Hence our system is controllable because matrix R has full rank. But our system is

not observable because Q has not full rank.

4. STABILITY OF THE MODEL
To check the stability of model, we have found the eigenvalues by using matrix A.
The eigenvalues are -0.0231, -0.0123, -0.0257.

Since all the eigenvalues are negative, so our model is locally asymptotically stable.

We have plotted the graph of equation (7) and (9), i.e., between glucose and insulin.

G'=-0037 G- +001231
1'=0.0037 G- 02651

Prirt

Cursor position: (1.79, -1.45) ]

Ready.
The forward orbit from (-0.12, 0.2) --* a poszible q. pt. near (-4.42-014, 4.2=-016).
The backward orbit from (-0.12, 0.2) left the computation window.

The backward orbit from (-0.092, 0.19) left the computation window,
Ready,

Fig.1: Stability of G and | for Normal person
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5. CONCLUSIONS

In this paper, we have discussed the two control properties of Sandhya and Deepak
Kumar's model after linearizing the model about equilibrium points. The model is
controllable but not observable. This result shows that it is not possible to design a
stabilized feedback control system by taking insulin as input and glucose as output.
This model is not observable in the case of a normal person. So we cannot apply it in
the case of diabetic patient. Hence we can say that this model will not be helpful in
the development of an artificial pancreas. It requires some improvements. Hence, in
future, there is need to develop a comprehensive Deepak Sandhya's model to control
a mechanism of the system by adding some other parameters for controllable input

and observable output.
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ABSTRACT: Tungsten nitride films are synthesized on Si substrates at
room temperature for different focus shots ion irradiation process. The
surface properties of the exposed substrate against various (5, 10, 15 and
20) focus shots are investigated for structure, surface morphology and
surface resistivity of synthesized WN films, using X-ray diffraction (XRD),
scanning electron microscope (SEM), atomic force microscope (AFM) and
four point probe. XRD spectra of exposed substrate show the presences of
different phases of tungsten nitride compounds along with some peaks of
silicon nitride peaks. The crystalline phases and stresses present in the
deposited WN films are strongly depended on the number of focus shots.
Crystallite size increases with the increase in the number of focus shots.
The SEM micrographs show the strong effect of heating and subsequently
melting/quenching effect on the deposited WN films. Voids and cracks in
the surface of deposit films are clearly seen in all number of focus shots.
The roughness of the exposed substrate is investigated by AFM. It
increases with the increase in the number of focus shots and maximum
roughness (~60 nm) is measured at 20 focus shots. The resistivity of the
substrate surface reduces with the increase in the number of focus shots

and lowest resistivity (2 x 10° ohm/square) is observed for 20 focus shots.

Keywords: Tungsten nitride, Plasma focus, Four point probe, Silicon

wafer, Surface roughness.
1. INTRODUCTION

Transition Metal Nitrides (TMNSs) are very attractive due to their fascinating properties
like chemical stability, high hardness and good wear resistant endorsed to employ it
as hard coatings on cutting tools, turbine blades, engine parts in automobile industry

[1-4] and diffusion barriers at elevated temperature in microelectronics devices [5-8]
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which can also be employed as electrodes for field effect transistors (FET) and thin

film capacitors. Different techniques have been used for the synthesis/deposition of
tungsten nitride films such as pulsed laser ablation (PLD) [9], cathodic arc [2],
chemical vapour deposition (CVD), plasma focus [10], [6] and DC/RF sputtering [11]
etc. Plasma focus has been employed for plasma processing of various material
surfaces [12-14].

Plasma focus (PF) system is a pulsed plasma device that produces hot (1-2 keV),
dense (10°%° m™) plasmoid for a short duration (~0.1 uSec). This hot dense
plasmoid produces energetic ions, relativistic electrons, X-rays and neutrons [15].
The energetic ions/electrons emitted from this short-lived plasmoid have been
engaged in plasma processing of materials such as thin film deposition [16, 17],
surface modification [18], ions implantation [19], and thermal surface treatment [20].
Thin films deposition under reactive background with better deposition rate on the
substrate at room temperature is highly desirable. Plasma focus system is a possible

competitor for these necessities.

The bombardment of energetic ions and formation of new compounds can change
surface properties of the material under consideration. So in present research work,
we studied the structural, surface morphological/topographical and electrical
properties of synthesized tungsten nitride WN films at room temperature with different
number of focus shots.

2. EXPERIMENTAL DETAIL

Tungsten nitride thin films are synthesized on silicon (Si) substrate at room
temperature using electron/ion beams emerges from Mather-type (3.2 kJ) plasma
focus system. The systematic diagram of Mather-type plasma focus system is shown
in figure 1. Electrode system hosted in a stainless steel chamber is energized by a
single Maxwell fast discharging capacitor (32 pF, 14 kV) with maximum energy up to
3.2 kJ. Details/specifications of the electrode system of plasma focus can be found
elsewhere [21-23]. The chamber is evacuated down to a pressure of 10 mbar by
using rotary van pump than nitrogen gas is filled in the chamber up to 2 mbar
pressure (optimum pressure). The focusing of every single shot is monitored on
oscilloscope attached with Rogowski coil and high-voltage (HV) probe. A typical
signal of HV probe is given in figure 2. The very first peak appeared in the HV signal
is due to the discharging of the capacitor while second peak indicates the focusing
status. A sharp peak indicates best focusing while no/low intensity peaks indicate the
weak focusing. Few early weakly focused shots are avoided to affect the substrate
by placing a shutter in front of the substrate. Tungsten insert is placed at anode tip

that completely covers the copper anode to reduce the deposition of copper
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impurities onto the substrate material. Si-substrates are cleaned with acetone and
then with distilled water for 20 mints each in an ultrasonic bath. Si-substrate is
mounted on a sample holder and placed substrate along the Anode axis at 10 cm
from Anode tip. The Si-substrate was exposed against various (5, 10, 15 and 20)

numbers of focus shots.

<+—— Pressure Gauge
<«——— Wilson seal

Gas Inlet

Vacuum chamber —»;

Shutter

Samples
To Vacuum =:I
pump «—
Tungsten Insert > 1
Copper cathode > « Copper anode

Insulator sleeve

Fig. 1: Schematic diagram of Mather-type Plasma Focus

The structural properties of synthesized coatings are characterized by using XPERT
PRO PANalytical X-ray diffractometer operated at 40 kV, 40 mA in 8-26 scan mode
with radiation CuKa (A = 1.54A). The surface morphology of exposed surface is
investigated by scanning electron microscope (HITACHI S-3400N) operated at 5 kV
and Topography of the exposed surface was examined by atomic force microscope
(SPM 9500J). The resistivity of the synthesized coatings is determined by four-point

probe.

High Voltage signal‘

Intensity (a.u.)

1 4
0 -
-1

. . . . .
0.0 5.0x10° 1.0x10° 1.5%10°

Time (sec)

Fig. 2: A typical signal of high voltage probe
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3. RESULTS AND DISCUSSION

3.1. XRD Analysis

Figure 3. represents the XRD patterns of WN films synthesized on Si substrate for
different (5, 10, 15 and 20) focus shots while the substrates are placed along anode
axis at 10 cm in front of anode tip. All the XRD peaks concerning to different phases
of WN,, WsN, and SizN,4 are in reasonable agreement with the Inorganic Crystal
Structure database (ICSD) reference code [01-083-1287, 03-065-4761, 01-075-
0998].

The XRD patterns consist of different phases of tungsten nitride (WN, WsN4) and
silicon nitride (SizN4) compounds, confirming the deposition of composite films on Si-
substrate. XRD spectra show that all the deposited films are polycrystalline and the
peak intensity of these phases, changes with the change in number of focus shots.
By increasing the focus shots, the crystallite size of all phases increases as more ions
are incorporated. No new phase is found for 5 number of focus shots, which indicates
that 5 number of focus shots are not enough to start the nucleation for the formation
of crystalline tungsten nitride or it may be present in the substrate surface in its
amorphous form [24].

’g L 20 shots
8
g \M
% 300 4 15 shots
= 200 10 shots
100 M 5 shots
0 untreated

25 30 35 40 45 50 55 60 65 70 75 80 85
Angle (2Theta)

Fig. 3: XRD patterns of deposited WN films for different number of shots.
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The diffraction peak corresponding to WN, (006) plane reflection having d-spacing of
2.73A is observed for 10, 15 and 20 numbers of focus shots. The XRD spectra for Si-
substrate treated with 20 focus shots show additional peaks at 26 positions of 47°
and 55.84° with the corresponding d-spacing of 1.9318A and 1.6465A, which are
identified for (105) and (107) planes of WsN, phase. The peak corresponding to
silicon nitride is also found for 5, 10, 15 and 20 focus shots. Different tungsten nitride
phases confirmed by XRD spectra are WN, and WsN, which has rhombohedral and
hexagonal structure. This specifies the deposition of stoichiometric tungsten nitride
thin films. The XRD spectra show that peak intensity of phases increases at higher
focus shots which suggesting the increase in the crystallite size of respective phases.
This is may be due to the increase in the thickness of deposited WN films which
increases by increasing ion dose that increases by increasing the number of focus
shots.

The crystallinity of the films enhances with the increase in the thickness of films. The
high energy ion flux plays an important role in the growth of as-deposited crystalline
tungsten nitride thin films. The diffraction peaks corresponding to (115) and (321)
planes of silicon nitride multiphase are also observed on Si-substrate exposed with 5,
10, 15 and 20 focus shots. Polycrystalline films containing WN and SiN phases are
deposited on Si substrate. While monocrystalline silicon transformed into
polycrystalline silicon due to ion irradiation by plasma focus. The formation of
polycrystalline silicon domains may be attributed to fast energy deliverance by the ion
beam which can cause self-annealing of some of the amorphous regions. During the
implantation, the strong thermal effect causes the fast temperature rise of the
substrate surface, that results in strong temperature gradients from the surface to the
bulk of the substrate followed by the fast cooling (in few tens of microseconds) [25].
The small shifting in the diverse peaks from their related stress free data show the
presence of residual stress in the composite films which is caused by ion
implantation, thermal shocks in addition to grain refinement. The silver colour of
deposited films on Si-substrate indicates the synthesis of tungsten nitride thin films on
substrate surface. Furthermore, the formation of different compounds of tungsten
nitrides confirms the ablation of tungsten material from the W-insert placed at anode
tip. The ablation of tungsten material from anode is due to the bombardment of
relativistic electrons emerged from the focus column. Ablated tungsten material may
interact with the nitrogenous ions and form various tungsten nitride phases and
deposited on the Si-substrate surface. It is also possible that all the ablated tungsten
plasma may not interact with nitrogen ions and may be deposited on the substrate as
tungsten atoms. While the energetic ions coming from next focus shots may sputter
the previously deposited films and recombine with the next bunch of ions of same

focus shots [26] forming tungsten nitride phase and re-depositing onto the Si-
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substrate. These energetic nitrogen ions may also cause nitriding of previously
deposited films hence increasing the nitrogen content in deposited films.
Crystallite size of the different planes observed in the XRD spectra is estimated by

using Debye Scherrer’s formula [27].

kA
FWHM cos6

Where ‘K’ is a Scherrer’'s constant with values 0.9 to 1, here ‘k’ is about 0.93 and B’ is

4. Crystallite size =

full width at half maximum of the respective profile in radians, ‘A’ is wavelength of
incident beam with a value of 1.5406 A and ‘0’ is the Bragg’s angle. Figure 4. shows
the crystallite size of different phases as a function of focus shots. The estimated
values of crystallite size of WN, (006) plane for (10, 15 and 20) focus shots are found
to be ~11 nm, ~15 nm and ~21 and ~16 nm, ~18 nm and ~25 nm for Si;N4 (321)

plane respectively.

29
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27 4 :
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Fig. 4: Variation in crystallite size of WN, and SisN, as a function of various focus
shots

Crystallite size of both planes increases by increasing the focus shots as peak
intensity of these phase increases at higher number of focus shots. Crystallite size
depends strongly on different parameters such as crystal defects and micro-strain
effects, thermal shocks, d-values and surface transient temperature which are
developed during the deposition process.

3.2. SEM Micrographs:

The surface morphology of the exposed substrate was observed by Scanning
Electron Microscope. Figure 5. shows the surface morphology of substrates exposed
for 5, 10, 15 and 20 deposition shots when the samples are placed at 10 cm along

anode axis.
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The surface morphology of the exposed substrate for 5 deposition shots shows some
wavy like structures along with some cracks on the surface. Some pits and voids can
also be clearly seen in the deposited thin film, however, no specific grains or particles
are observed, however, surface of exposed substrate is very smooth with wavy like
patterns which are distributed over the whole surface. Wavy like structures arises on
the surface of the substrate exposed for 5 focus shots due to the rise in the surface
temperature which is caused by the bombardment of highly energetic ions emerges
from plasma column. The energetic ions interacting with substrate rises the substrate
bulk temperature which leads to the melting and then quenching [28, 29] which

develops the cracks on the substrate surface.

5 shots

K1,868  168Mm 16 1m

15 shot}
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X1, @88 (1 Gmm
4

Fig. 5: SEM micrographs of exposed substrate against various focus shots

SEM micrograph of exposed substrate for 10 focus shots shows the increase in the
size of wavy like structures while the size of voids and pits is also increased. Surface
morphology shows the widening of cracks at higher number of focus shot, while
melting is clearly observed at the substrate surface without any distinct structure of
grains or particles. At 15 focus shots, more melting on the surface of deposited thin
film is observed along with the increase in the numbers and size of pits/voids. The

surface morphology of the deposited film shows the presences of some cracks. As
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the undesirable process of rapid melting followed by subsequent cooling causes

brittleness of the samples which is incident by the graduate emergence of micro
cracks on the surface of the thin films. The uneven surface suggests that the surface
roughness of the deposited films is increased. The SEM micrograph of exposed
substrate at 20 focus shots shows large voids/pits on the surface along with few
crakes. Melting effect is also clearly visible in the surface along with uneven surface
morphology. Some small granular structures are also visible in the micrograph. The
increase in the melting effect along with uneven surface is responsible for increasing

the surface roughness.

3.3. Atomic Force Microscopy Results:

The surface topography of tungsten nitride thin film is examined by Atomic Force
Microscope. Figure 6. Shows the 2D & 3D topography of the substrate exposed for 5,
10, 15 and 20 focus shots along with unexposed Si-substrate. Figure 7 shows the
root mean square (RMS) roughness of substrates. The unexposed Si-substrate
shows clear the surface with few bright spots which may be due to some impurity on
the surface. The surface topography of exposed substrate against 5 focus shots
shows almost smooth surface with closely packed tungsten nitride particles. While at
10 focus shots the density of particles increases which increases the surface
roughness. The surface topography of the films deposited for 15 and 20 focus shots
shows that the size of the closely packed particles increases. The surface roughness
increases at 15 and 20 focus shots which are evident by the uneven surface of
exposed substrate at higher number of focus shots. The surface topography of all the
substrate samples shows almost rough surface composed of closely packed tungsten

nitride particles of different sizes.

RMS roughness is an important parameter which is extensively being used for the

thin film characterization which is estimated by using the relation.

Where Z, is the measured height of the n-th point in the scan area, Z is the average
of height and N is the number of height measurement. RMS of the tungsten nitride

thin film prepared for multiple focus shots is given in figure 7.
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Fig. 6: Topography images of unexposed and exposed samples for 5, 10, 15 and 20

focus shots.
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Fig. 7: Roughness of unexposed and exposed samples for 5, 10, 15 and 20 focus

shots
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To examine and compare the surface roughness of the exposed substrate, in each
experiment, the roughness is measured at two random areas over the surface of the
deposited film and recorded the average of the root mean square (RMS) values of the
measurements. it is because in plasma focus system, the ions are radiated in a
fountain-like structure and their flux and energy vary with their angle relative to the
anode axis [30]. Hence different areas of the film surface are proved to have different
roughness. This diversity is taken into consideration by selecting random areas and
computing the average and RMS of their roughness. As the surface topography of
exposed substrate shows that the surface roughness increases with the increase in

the number of focus shots, which is consistent with SEM micrographs.

3.4. Resistivity Measurement:
The resistivity of WN films synthesized by plasma focus on Si-substrate is determined

by four probe technique. The sheet resistivity of a thin film can be determined by the

_ nt (V)
P=m2\1
o}

This expression is independent of the probe spacing’'s’. The sheet resistance R, ==

t
Vv
Ry = k(T)

where the factor 'k’ is a geometric factor. In the case of a semi-infinite thin sheet, k =

relation,

can be expressed as:

4.53. The factor k will be different for non-ideal samples. The sheet resistance per
square of the tungsten nitride thin film prepared for multiple focus shots is shown in
figure 8.

It is clear from the graph that the resistivity of all the deposited films is lower as
compared to the unexposed substrate which may be due to the formation of tungsten
nitride thin film on the substrate surface as the resistivity of tungsten nitride thin films
is less as compared to Si-substrate [reference].

Figure 8. shows that the maximum value of sheet resistance for 5 focus shots. The
highest value of resistance for 5 shots may be attributed to less tungsten nitride
content on the substrate surface. The increase in number of focus shots shows that
the resistivity of the substrate surface gradually decreases. It is may be due to the
increase in tungsten and nitrogen contents in the deposited WN films with the
increase in the number of deposition shots, which is also supported by the XRD, SEM
and AFM results.

In fact when grain growth occurs the connectivity between the grains becomes better
that enhances the conductivity. The decrease in sheet resistance with increasing

number of focus shots may be due to the growth of crystallite size of tungsten nitride
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films which is due to the increase in crystallized area which probably releases more

carriers than the amorphous area [31].
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Fig. 8: Variation of sheet resistance as a function of different 5, 10, 15 and 20 focus
shots.

Films of smaller grain size have high resistance as compare to larger grains which
may be related to the number of dislocations. The grain size and dislocation density
are related by the formula
5=1/D°

Where ‘D’ is crystallite size and 8 is dislocation density. Brown [32] reported that
electron mobility is inversely proportional to the density of randomly distributed
dislocations. Consequently, the electrical resistance will be proportional to the
dislocation density. In polycrystalline materials, the grain boundaries contribute also

to the electron scattering and consequently to enhance the electrical resistivity [33].

5. CONCLUSIONS

WN films are deposited on Si-substrate at room temperature by using Mather-type
plasma focus system. The energetic charged (electrons/ions) beams emanated from
pinched plasma are utilized for the deposition process. The XRD analysis shows the
emergence of various phases of tungsten nitride (WN,, WsN,) along with some peaks

of silicon nitride (SisN4) onSi-substrate. A small shift in peaks of deposited thin film
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shows the presence of some residual stresses, which may be caused by the thermal
shocks and ion implantation. The crystallite size of both WN, (006) and Si;N4 (321)
phases are ~11 nm and ~16 nm respectively at 10 focus deposition shots. While on
increasing number of focus shots, the crystallite size of both phases increases which
may be due to the increase in nitrogen and tungsten content in deposited WN films
[34]. It shows that the crystallite size of these phases strongly depends on the
number of focus shots. The XRD spectra confirm the presences of different phases of
WN films on the Si-substrate.

The SEM micrographs show melting effect on the surface of the deposited films,
while some pores and cracks are also visible in the micrographs. Surface topography
and roughness of the deposited films along with unexposed Si-substrate was carried
out by the AFM microscope. The AFM images of the exposed samples show that the
increase in surface roughness is increased with the increasing number of focus
deposition shots and maximum roughness was observed at 20 focus shots. Tungsten
nitride thin films deposited on Si-substrate show the improvement in the conductivity
with the increase in number of focus deposition shots. As the number of focus
deposition shots increases, the sheet resistance of the deposited film decreases

which show the enhancement in the conductivity of the films.
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ABSTRACT: Fe doped SnO, nanoparticles have been prepared
using simple, cheap and quick wet chemical route at ambient
temperature. The morphological investigations using scanning
electron microscope have shown that the prepared samples are
nanoparticles in the range of 89-114 nm. The crystal structure and
phase purity of Fe nanoparticles have been examined using X-ray
diffraction. The prepared nanoparticles exhibit single phase SnO,
Rutile and no extra peak is observed. The crystallite size is
calculated by the XRD which is in nm range and in good
agreement with the SEM results. Substitution of Fe into the SnO, is
confirmed by the peak shifting in XRD patterns. The peaks
observed in FTIR spectra is in good agreement with the presence
of Sn-O terminal bond of SnO, and C=0 in carboxylic acid or
carbonyl impurities. The prepared SnO, nanoparticles exhibits
diamagnetism, while doping of Fe into it leads towards the room
temperature ferromagnetism. M-H loop for undopedSnO, shows
typical diamagnetic behavior. The diamagnetism is due to the

presence of paired electrons in its “d” orbital.

Keywords: Nanomaterials, Doping, Rutile, Diamagnetism,

1. INTRODUCTION

Since the advent of nanotechnology, Diluted magnetic semiconductors have gain

more attention, a lot of researchers are working in order to enhance and optimize
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their magnetic, optical, electrical and chemical properties. Some researcher, studied
nanoparticle prepared by chemical methods, found ferromagnetic behavior [1,2,3,4],
while other reported paramagnetic and antiferromagnetic [5,6]. SnO, nanoparticles
have been prepared by various method like sol-gel routes, inorganic [7],
organometallic [8], co-precipitation [9], chemical precipitation [10], hydrothermal
methods [11], microwaves assisted synthesis [12] and polyol method [13-15]. In
particular, the sol gel is one of the most attractive one, due to its low cost, the ability
to control the grain size and its short preparation time. To modify the properties
SnO,doping is among the best factor. Tin dioxide was doped successfully with
different transition metal, such as Fe[16], Ni[17,18], C0[19,20], Mn[21,22], Cr[23]and
V[24]

Especially DMS’s whose curie temperature is above room temperature are of great
interest because of their application in the field of sensors, detectors, memory
devices, possible photo voltaic applications, light emitting devices ,catalysis and
spintronic devices. SnO; is widely used DMSs due to its application in the field of
memory devices. For the next generation spintronic devices Fe doped
SnO,semiconductors are potential materials. Some authors have done studies on
room temperature ferromagnetism in transition metal-doped SnO,semiconductor. In
this field, certain issue is still under debate, for example, in these materials magnetic
moment values, a large range of Curie temperature values and magnetic order have
been reported depending on the transition metal concentration and the preparation
technique.

A wide band gap SnO, (3.6 eV-3.8eV) has attracted considerable attention
whenever doped with transition metal (TM) ions (Fe, Cu, etc.) because of their
remarkable electronic, optical and magnetic properties resulting from large sp-d
exchange interactions between the magnetic ions and the band electrons [25,26].
Iron doping in SnO, was expected to have significant effect of its magnetic properties
due to availability of unpaired electrons [27]. SnO, is basically a diamagnetic
substance by incorporating iron its magnetic properties can be enhanced due to
unpaired electrons of iron and it became paramagnetic substance. By incorporating
iron in SnO; structure, spin due to iron atom show magnetization and overall property
of the material be change.

The aim of this research work was to investigate the magnetic property of Fe doped
SnO,. By using theses characterization techniques XRD, SEM, FTIR, VSM we
studied structural, morphological, chemical and magnetic properties respectively. As
doping effect change the properties of our material from diamagnetic to paramagnetic
and it is confirmed by VSM.
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2. EXPERIMENTAL PROCEDURE

The sol gel method is, a wet chemical way for the fabrication of colloidal dispersions
of inorganic and organic hybrid materials particularly oxide and oxide based hybrid
.From such colloidal dispersion, fibers, powder and thin films can easily be prepared.
The fabrication are the same, Through the synthesis of different kind of final
structures needs particular consideration, some basic and general approaches. A
number of factors are associated with the characteristics and properties of a specific
sol gel inorganic complex, such as PH values, time of reaction, reagent
concentration, concentration, drying, catalyst nature and temperature. To very the
structure and properties of the sol gel derived inorganic network over wide ranges by
controlling these factors.

The tin dioxide nanoparticles were prepared by the sol-gel method. In a typical
procedure, 6 g hydrated tin chloride (SnCl, _2H,0) was dissolved impure ethanol
(C,HsOH). The solution was stirred with a magnetic stirrer for 30 min in a flask. About
5 ml of acetyl acetone (AcAc) was added drop wise to control the particle size of
SnO,. Now 6g of Polyethylene glycol PEG was applied as a chemical modifier
reagent. Then we add 5 ml of ammonia drop wise for hydrolysis of SnO,. Now we
stirrer the solution for 1 h after this the solution was continuously refluxed at 80°C to
form the SnO, sol solution. Then the solution was twice centrifuge for separate the
precipitate and after this the solution was placed in oven at 80°c for 16 hrs. Now we
grind the solid sample and again placed in oven at 300°c for 3 h for annealing [28].

3. RESULTS AND DISCUSSION

3.1. Structural Analysis of Fe-Doped SnO, Nanoparticles:

To check the crystal structure, composition and phase analysis of undopedSnO, and
Fe doped SnO, nanostructures in powder form, synthesize by sol gel method were
characterized by XRD using X-ray of wavelength ( A =1.5405 A ) radiation. The XRD
patterns of undopedSnO, and 1%, 3%, 5%, Fe doped SnO, nanostructures annealed
at 300C shows that all diffraction peaks can be readily indexed to SnO,
nanoparticles. No extra peaks were observed, which indicates the purity of the
samples. The occurrence of broad peaks in these figures confirms the nano
crystalline nature of these samples. The value of both lattice constants “a” and “¢”
were found to decrease from 4.724 to 4.694 A and 3.232 to 3.205 A, respectively,
with the rise of the Cu contents in the series of the samples The crystallite size has

been estimated from the X-ray peak broadening, taking into consideration the most
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intense diffraction peak (110) for all the samples. The evaluated values of the

crystallite size were found to vary from 57.2 to 48.7.

By using Bragg’s law d spacing is determined [29].

2dSinB=nA...........oiii 41
Taking n=1 and A as wavelength of X rays 1.5405 A

d=M2sinB................. 42

By Using Scherrer formula the crystallite size (d) is calculated;
d=kABcosB...............oeien. 43

Where , A is the wavelength of the X rays which is 1.54 A K is a shape constant
whose value is 0.9, B is full wave half maximum (FWHM). The values of d spacing,
peak angle, crystallite size and corresponding planes for each sample are given in
the table below;

Table 4.1 Values of Lattice Parameter, crystallite size of Pure and Fe doped SnO2

Crystallite Cell
Sample a=b(A) alc size (nm) Volume
c(A) ratio (A)
Undoped SnO, 4.724 1.46 57.2+0.122% 62.46
3.232
Feg.03Sng.970; 4612 3.220 1.43 57.1+£0.180% 59.36
Feg.05SN0.950; 4.604 3.205 1.42 48.7+0.1651% 58.83

The combined XRD pattern shows that Fe is successfully doped in SnO, as all the
main peaks of the pattern satisfy the standard card of the SnO,. The intensity is
increases by increasing the concentration of Fe. \We can also see the little shifting of
the peaks toward higher angle as concentration of Fe is increased. The XRD spectra
illustrate that the Rutile phase formed. A contraction in lattice volume was observed in
Fe doped SnO, prepared by Liuetal. [30] And was explained by the incorporation of
smaller Fe** (0.49 A) ions replacing larger Sn** (0.55 A) ions. Volume of the unit cell
is also decrease as the Fe doping concentration is increase [31]. The Fe-doping not
only reduce the crystalline size but also change the size of the nanoparticles.
Decrease in crystalline size of Fe-doped SnO, nanoparticles in contrast with the pure
SnO, due to the decrease in the intensity of SnO, peaks.
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Fig.2: Combined XRD pattern of pure, 3%and 5% Fe doped SnO2 samples
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3.2. Morphological Analysis:

The surface morphology of undoped and Fe doped SnO, samples have been
observed using SEM. The SEM micrographs ofSnO, with varying Fe doping levels

are shown in figure 4.3.

COMSATS 5.00kV 8.6mm x1.00k SE l 50.0um [ COMSATS 5.00kV 8.0mm x1.00k SE

COMSATS 3.00kV 9.5mm x15.0k SE 3.00um

Fig.3: SEM images (a) undopedSnO2 (b) 3% Fe doped SnO2 (c¢) 5% Fe doped
SnO2.

Figure 4.3 (a) shows the morphology of un-doped SnO, sample, it is clear from the
figure the clusters form nanoparticles are formed and this cluster form is due to the
annealing temperature (at 300°C). In addition the morphology of SnO, nanocrystals
strongly depends on the annealing temperature especially in T=500°C the size of
nanocrystals with tetragonal structure is increased [30].The grain size of undoped
SnO, has been found to be 30 nm. In Figure 4.3 (b) with Fe doping of 3% the

spherical grain morphology of particles is observed. The grain size ofFegg3Sngg;O2is
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approximately 74.9nm.Further in Fig 4.3(c) with Fe doping of 5% the grain size of
particles is increases and the noted size of FeggsSnggsO, is 114nm. The average
grain size is 89.6 nm In fig 4.3(b) some small particles can also be seen on the
surface of large particles. Same is the case in Figure 4.2 (¢) where clusters further
grow in size and make larger particles. However some aggregation of nanoparticles
has also observed in all SEM micrographs. This aggregation in synthesized

nanoparticles is expected due to theOH- ions in sample. [32]

Table.4.2: Grain size of particles with different doping concentration

of Fe in SnO2
Samples Average grain size
Sr no. (Doping level) (nm)
1 Undoped Sno, 75.4nm
2 Feo03Sng g70, 79.4nm
3 Feg05Sng g50- 114nm

3.3. FTIR Analysis:

FTIR is a powerful technique to find out the information about the chemical bonding in
a material, identify the elemental constituents of a material sample and supplements
the information obtained from XRD and SEM. FTIR spectra were recorded in solid
phase using KBr pellet technique in the wavenumber region 4000- 400cm™ for all Fe
doped SnO, samples are shown in Fig. This spectral region is very important
because of several stretch modes involving hydroxyl bond, carbon to oxygen and
metal oxide bonds are obtained clearly in this range.[33] The peak at 497 cm” is
assigned to the Sn-O terminal bond of SnO,.[34] The peak at 1220 om™is assigned
to the bending vibrations of —CH2 and —CH3, which shows that a few organic groups
are absorbed on the surfaces of SnO, nanoparticles. [35] The peak at 1364 cm”is
assigned to the bending vibration of NO3 ions. [34]. The characteristic peak at 1735
cmis assigned to the stretching band of C=O in carboxylic acid or car-bonyl
moieties.[36]

The peak at 2365 cm “is assigned to the existence of CO, molecule in air.[37] In
the graph the peak is shifted towards the lower wave number that increase the
oxygen vacancies lead the metal oxygen vibration to lower values. This is because
the bond gets weakened due to the unavailability of oxygen.[38] Hence we conclude
that our doping is successfully done. The “Fe” successfully replace the “Sn” atom.

And no extra peak is observed.
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Table 2: IR frequencies and band assignment for the pure SnO, and Fe doped SnO,

samples
Wavenumber (cm™) Band Assignment
497 cm’” Sn-O
1220 cm’™ —CH2 and —CH3
1364 cm™' NO;~
1735 cm’ " C=0
2365 cm ' CO,

160

150 —
140 —
130

I e J

110

100 — f

transmitance (a.u)

70 o undoped 1364
3% fe doped
60 5% fe doped j‘
] 497 -—
50 T T T T T T T T T T T T T T
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-1
wavenumber cm

Fig.4: Combined FTIR pattern of pure SnO2 and Fe doped SnO2 samples
3.4. Magnetic Characterization:

The dependence of magnetization on magnetic field at room temperature was studied
for pure SnO, and Fe doped SnO, nanoparticles. M-H loop for undopedSnO, shows
typical diamagnetic behavior. The diamagnetism is due to the presence of paired
electrons in its d orbital. In addition, Fe-doped SnO, samples for composition (3%)
measured at 300k shows that the variation of magnetization with magnetic field is
linear indicating Weak Ferromagnetic behavior. The figure 4.5 is showing the MH-
loop for (3%). In this weak ferromagnetic state all moments are moderately aligned.

This Weak ferromagnetism behavior is due to the less amount of Iron concentration.
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The overall ferromagnetic behavior is systematically increasing with the increase of

dopant concentration which is shown in figure 4.The weak Ferromagnetism observed
may have resulted due to the following reasons .The inhomogeneous distribution of
Fe atoms in the host lattice may cause shorter distance between a pair of transition

metal ions giving rise to ferromagnetism [39].

—=—Undoped SnO,
00021 .
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£ 0000
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Fig.5: The M-H curves of Fe-doped SnO2 nanoparticles with Fe concentration: (0%,
3%, and 5%,)

The figure 4.5 is also showing the MH-loop for (5%). In this Figure Strong
ferromagnetic curve is observed. In these strong ferromagnetic states all moments
are totally aligned. This Strong ferromagnetism behavior is due to the large amount of

Iron concentration.

4. CONCLUSIONS

The synthesis of undoped SnO, and Fe doped SnO, nanostructures have been
carried out via a simple, efficient and versatile sol-gel method. The structural and
morphological study has been performed through XRD and SEM. The magnetic
properties have been analyzed using VSM. It has been concluded that:

e Successful synthesis of SnO, Nanostructures by simple Sol-gel method.
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10.
11.
12.

13.
14.

15.

16.
17.

Successful doping of Fe into SnO, host matrix.
From FTIR result bonding of tin dioxide is confirmed.

Furthermore, it is observed from FTIR results that number of oxygen

vacancies increases with Fe doping.

The magnetic properties shows the ferromagnetic behavior of Fe doped SnO,
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ABSTRACT: The analysis is concerned with the hemodynamic
behavior of blood flow in the artery having arterial constriction. The radius
of the artery is R, and blood is assumed to be Oldroyd-B fluid which is
independent of time. The governing Navier-Stokes equations are reduced
to stream function formulation by transformation. The regular perturbation
technique is applied to find the analytical solution of highly non-linear
equations by considering & as a small parameter. The analytical
solutions as well as numerical solutions through graphs for stream lines,
wall shear stress, separation and reattachment points and pressure
gradient are presented. At the end comparison of our result with the
existing results and deduction of results are presented which ensures

good agreement.

Keywords: Oldroyd-B fluid, wall shear stress, pressure distribution.

1. INTRODUCTION

It is well known that the deposit of cholesterol and proliferation of connective tissue
may be responsible for the abnormal growths in the lumen of the artery. The actual
cause is not known exactly but its effect on cardiovascular system can easily be
understood by studying the blood flow in its vicinity. Many authors studied the
behavior of blood in the constricted artery and they considered the blood as a
Newtonian and non-Newtonian fluid, the most earliest and basic paper about blood
flow is Young [1] in which he suggested that the boundary irregularities can be an
important factor in the development and progression of arterial disease. Forrester and
Young [2] presented the analytical solution of Newtonian fluid for axisymmetric,
steady, incompressible flow and considered the mild constriction for the flow of blood

both theoretically and experimentally in the converging and diverging tube. Lee and
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Fung [3] solved the problem of blood flow through constricted artery numerically.
Morgan and Young [4] presented the approximate analytical solution of axisymmetric,
steady which is applicable to both mild and severe constriction by using an integral
method; basically they presented the extension of [2]. K. Haldar [5] investigated the
blood flow through an axisymmetric constricted artery and considered the constriction
of cosine shape. Chow et al.[6] presented solution for symmetric channel with
sinusoidal wall variation. One of the practical application is blood flowing through
membrane oxygenator with irregular wall surface. Many authors studied the behavior
of blood as a non-Newtonian fluid due to its suspension of cells at low shear rate.
Shuklaet al.[7] presented the analysis by considering blood as non-Newtonian fluid
and studied the effect of constriction on the resistance to flow and wall shear stress in
an artery. Mishra and Shit [8] considered the Herschel — Bulkley equation to
represent the non-Newtonian character of blood. Haldar [9] discussed the effect of
shape for constriction on the resistance of blood flow through an artery with mild local
narrowing. Cheng and Michel [10] discussed the blood as steady and pulsatile
physiological flows.

In this analysis, blood is considered as steady incompressible Oldroyd-B fluid and
analytical solutions are presented by using the regular perturbation technique.
Numerically through graphs the effect of stream lines, wall shear stress, points of
separation and reattachment, velocity distribution and pressure gradient are

presented.
2. PROBLEM FORMULATION

Assume that the blood is flowing through an axisymmetric artery of infinite length and
having the constriction of length lo /2 . The coordinate system is chosen in such a

way that the arterial system lies in the r z - plane having z - axis coincide with the

center line in the direction of flow and r - axis is perpendicular to z - axis.

i

EEtAY

Fig.1. Geometry of the problem.
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The boundary of the constricted region is considered of the form [5].where R(Z) is

variable gap due to stenosis,

Introducing the dimensionless quantities as follows

57 i 7 R _ . R
Z=—7, Fr=—, U=—, W=—, p= D> S: 5 (1)
lo Ro u, u, /uuolo Hu,

Whereu is the average velocity and 2R the width of an unobstructed artery.
Dimensionless form of the boundary profile is

f(z):l—g(l+cos(47rz)) —%<z<%, @

=1 otherwise,

Where ¢ is the maximum height of constriction. Introducing the stream functions for

the velocity components as follows

_ooy Loy 3
vy 0z r or

which satisfy the continuity equation identically and component form of momentum

and constitutive equation in terms of stream function becomes

aq _ Re§[a_ij2WZéa(rSrr) +§2 a‘S'rz _é‘S@@ , (4)

a Lo r o or oz r

=, (5)

dq Re§[a—l//jv21// _18¢S,) +§8S
roor oz

az 1 o

S 4+l 25 o 50 [m""j 22 Srzaz'ﬁ’ =252 [la""j
r dzr) a\r ¢ roa a\r ¢

www(a[wﬁz wayesy i), :

r Az,r) a\r & ra\ra ara

rooz,r) roroz r o

2 2 2
Sma{gamsr@)_S sy 8 8@//}:0’ -
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< m{éa(w, ) Sé_[la_wj__S Py S 8@//} & S a[lawj

= r azr) dra) rrFe P el ra ava

N 5[5_‘/@ 5_‘//§j+éa_‘// Sy Q[la‘//j +25§[15_‘//jﬁ[15_‘//j
ca o) ralre ava) avalaaf

{wlﬁﬂ
) > 2&2 2
S99+a{§a(l//’ Sw) 25 8@//} Wy, 25 Mz[ga_wj e

azr) e e s awn P&

S, +a QLV/’SZ@)JJSZ@ 0 [l a‘//jJrSr@ 0 [l a‘//j =0, (10)
r o(z,r) or\r oz or\r or

2 2
Safd A8 g S(130),0 Fy) 0%
Az,r) a\r o r o race

Q)

oroz or\r or 787 5 v or

1 &y
2525{ rarazj 452(621//jz+28(181// 5 Ty 8(181//}}
2 2
r

where q is the modified pressure. Eliminating the modified pressure from (4) and (5),
the compatibility equation in terms of stream function is obtained as

\%
8{@//, "Z/j , ,
Reo r ) Viyoy —QQ(S g )+§8
r Az, 7) rroez| raz T oroz

2 2
(F0 g 1)
or’  ror oz? 1t

(s, -5.)
(12)

The above mentioned modified pressure q and Vzl// are defined as

2 2
2 r or r or

(13)



ATHEROSCLEROTIC STUDY OF TWO DIMENSIONAL BLOOD FLOW ... 51

and dimensionless parameters are

R R
:—21”0, a:—ﬂzuo, §=2r, Re=lce, fz@a 3217(14)
Ro Ro lo Vv Ro RO

where R(z) is the variable height of constriction and Re is the Reynolds number.

Boundary conditions in terms of stream functions reduces as

1 oy 1
——— =0 = —— 1 =

o(1¢ (1%)
__[__‘//j:(), w =0, at r=0.

or\r or

Now our task is to find the components of extra stress tensor and solve the above

nonlinear equations along with the boundary conditions.

3. SOLUTION

Regular perturbation technique is applied to find the solution of non-linear equations
by considering & as a small parameter as follows
W=y, + 0w, + 8y, +
S, =8P +58PV+5°SP + -
— Q) @® 2¢@
S, =8,+08,+06°8, + -,
S, =80 +58V+5°8P + -
¥z ¥z ¥z ¥z 2 (16)
— <@ @ 2¢2)
So =8, +08,, +0°S,,) +--,
Sy =83 +685 +6°8 + -,

_ Q0 & 202
S, =8+0S8+56°8+--,

Substituting equation(16) in equations (6)-(12) and (15) to find the systems of
different orders.

3.1. Zeroth Order System and Solution:

Zeroth order system is obtained by comparing the coefficients of &’ on both sides of
(6) - (12) and (15) andits solution is obtained of the form

S -89 -sg =sP =0 ap

2
n 2 r
=— —2) wheren = — 18
v, 2(77 ) where 7 ; (18)



52 A. A. MIMRZA, A. M. SIDDIQUI AND T. HAROON

once, is obtained then §” and S are
4
S =—f—737, (19)

3287’
SO = _32hn T (0

It is observed that i is independent of relaxation and retardation time parameters,

which corresponds to Newtonian fluid. The normal stress S;O) involves retardation

time parameter.
3.2. First Order System and Solution:

First order system is found by equating the coefficients of & on both sides of (6) -

(12) and (15). The solution of these equations becomes as follows

SU =8P =0, 1)

_nf
36 f°

v, (> —1) Re £ (7> — 4)+ 96a} 22)

and then using (22) and (18), the first order stress components comes out of the form

Sy = —%(3772 ~1) 29
SY = —%(nz ~1).(24)

SO =—% {l67°(6r7 —3Ren—4a+3Re+Ref (20" —617 +3)-T6%4, (25)

o8 15360 16 [ (R —1)-odi27 —8)+3407 +1) .
T3 | —2Reart £ 2t — 67 +3)- (o -3) ’

The above solutions involve Oldroyd-B fluid parameters and reduces to Newtonian
fluid by settingax = £ =0.

3.2. Second Order System and Solution:

Second order system is obtained by comparing the coefficients of &* on both sides

of (6) - (12) and (15). The solution of second order system is obtained similarly as
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2f 2 2
W, = %’;0—&;}[ £ { 552960007 +4800cf > (1> (22 Re+ T3 —1818)+ (32Re-90a +1528)

+40Re f*{ 2a(1567" - 568n" +523)-3 889" —3427* +67) }+Re* £¢( 36n° -3 147" + 759" ~818 )
~18000/° }+/°/"'{ 4800c( n*(2Re-9a +218)—(8Re-10a +20) )—40Re /*{ 2a(187" —741* +89)
~9A(3n" —14n* +9) }-3Re* £ 21° —161" + 140" 52 )+3600/° } ]

@7)

S :_#[ 37216 3p(170" ~187° +5)+al397" ~307* =5) ) +Re/*( 217° =705 +457 -4 )} (28)
— 1 ) A7 +1)380 1) )+ Re s (77" 237 +4) } |

S2 :—%[ 372016 15807 —1)+a3n? +5) ) +Ref( 30 ~117 +4 ) )
10 14 @38 )+Ref* (77 -4) } ]

(29)

S@ :’iﬁ%[ 171 5529608 +4800y” (7 (22Re+ 73218 )+ (32Re-90+1528)

+40Ref*{ 201567 5687 +523-3889" ~3427 +67) }+RE £°( 367 ~3147" +7597 -818)
—18009° }+£°7"{ 4800 17 (2Re-90r+218)~(8Re-10x+205) )—40Ref>{ 20{187" — 747 +89)

—9ﬂ(3774—14972 +9) }-3RE fH 21° —167° +147 —52 )+3600° } ]
(30)

SO = _1352f” [ £2{ —3686400° % (120> =19)+9600 5 £* (6Re(6n* - 2677 +3)+ (1207 ~1687 +25)

+3/3(290774 —450n° +270) )+24Rean’ £1( 120Re( 277° —8n* +97% =3 )—2a( 5857° 19607 +2010°
~618 )+ A( 12057° - 4270n" +37657% =926 )+Re* 5 £°( 60/3(2774 —6n? +3)2 +al —354n° +22207°
—4590n" +376577 =1019 )=360%( (397" - 487> +13)-38(5n" — 45> +1) )=45Re £ ( 67° —21p" +
157> =2 ) Y347 3686400°n° (7° —1)- 32002 £ (- 6Re(107* —187> +9)+ (1207* — 168> +49)
+/3(54774 —1387> +85) )-8Rean’ f*( 2a( 157° -80n" +60n* =6 )+38( 157° =700 +757> =22 ) )
+aRe 77 £ 61° - 405" +90n" —90i% +29 )=120£( a0n' —8n* +1)-380n" —4* +1) )+

SRe f°( 2n° -9 +9* -2 ) } |
(31)

Which are general solutions and reduces to viscous solution by setting o = =0,
Jeffrey fluid by setting & = 0 and Maxwell fluid by setting £ =0.

The velocity components u and w could be obtained by making use of v, v, ¥/,
in (16).

3.4.Pressure Distribution:

Eliminating the modified pressure q from equations (4) - (5) and then substituting the

perturb form of pressure as
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P=p, P+ p, + o, (32)
in equations (4) - (5). Now equating the coefficients of different powers of & on both
sides of (4) - (5). To solve these systems apply
z ap ¥ ap
= | Lz + |“Ladr, 33
P -(! oz -! or (33)
to the different orders for pressure. Solution of zeroth order pressure is
1 3 ) L tan2rxz
p,=—\5¢” —18¢” +24g —16Jtanh | ——
4r ( ) ve—1
gsin27z | 8 10(6-2) 15&° —44g +44
t—————1 5t + 5 .
247Z'f(8—1) f f(g—l) (8—1)

(34)

It is observed that zeroth order pressure is independent of relaxation and retardation
time parameters and similar to viscous solution.

Solution of first order pressure is obtained of the form

p, =16(8c + 17 (Re— 2 +2ﬁ){%—%}
(8 —l) f (35)

_ %(3 Re— 405){ " _1 5" %j + Re( G _1 e %j

which involves the relaxation and retardation time parameters. It is observed that the

first order pressure for viscous case could be found by setting & = £ =0.

The solution of second order pressure in integral form is obtained as follows

2 z
p, = _8rfo +%j [ { 60825600:% +960c(410r +1918~138Re) f? —144Re(49 —9) f*
0
+(10800r> +121Re? )£ ¢ —3960/° 1”3 £{ 1843200> +3200(cx +318~18Re) > — 48Re(Tcr + B)f*
+(720% +11Re?)F ¢ —1207% }f" Wz
(36)
It is observed that the second order pressure is more general and one can obtained
the second order pressure for Jeffrey fluid by setting o = 0, Maxwell fluid by setting
£ =0, Newtonian fluid by setting &« = f =0.
Wall shear stress up to second order is obtained of the form

4 25f' 4 2 52 12 2 2
7, :—F+F(Ref +al768-32f ))+W[ 74 960a £>(137ac 1638 — 54 Re) — 1103920
—48Re (1570 —278)+ 67Re” £° +5760 % } -3/ f{ 320 (cx + S~ 6Re)—~16Re (11 + 33)
+35Re? [ +2407° } ]
(37)
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The points of separation and reattachment are given by 7, =0, the resulting

equation is quadratic in Re and the solution in terms of Re is

—b++b* —4dac

Re = > , (38)
where
a=68f15f-6777) (39)
b =246 f2{ 15f° f'-21608 25 (15a—274)f* f2 424005 f f1+25 (N +38)f> f* },

(41)
¢ =240{ 485 f° f+4608a>5> 1P ~4a 87 (137a —163B)f> £+ 120 - 245> 12 )+ 357 £ £
45 a 12288 f'~S(a+ B)f") }

(42)
Equation (38) gives the separation and reattachment points.

4. GRAPHICAL DISCUSSION

In this section, solutions are presented graphically by using different values of the
parameters for the stream lines, wall shear stress, zero wall shear stress, pressure
gradient and velocity profile. Solutions are analyzed numerically for the relaxation

time (a), retardation time (,8) height of constriction (8) and Reynolds number

(Re).

In these figures z- axis lies in the horizontal direction and r- axis is perpendicular to it.
The zeroth order solution corresponds to laminar flow and behavior is similar to
Newtonian fluid. First order solution induces the clockwise and counterclockwise
rotational motion in the converging and diverging regions, which indicates the
separation point in the converging region and reattachment point in the diverging
region. Figure 2(c) shows the behavior of stream lines for second order solution
which also shows the rotational motion which indicates the separation and

reattachment region. Figure 2(d) presents the stream line solution up to second order.

It is observed that by setting o =0, [ = 0, the stream lines are similar to [6].



56 A. A. MIMRZA, A. M. SIDDIQUI AND T. HAROON
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Fig.2. The behavior of stream lines for zeroth order 2(a), first order 2(b), second order
2(c) and up to second order 2(d) presented for
Re=12,6=02,0=01a=0.04, £ =02.

In these figures z- axis lies in the horizontal direction and r- axis is perpendicular to it.
The zeroth order solution corresponds to laminar flow and behavior is similar to
Newtonian fluid. First order solution induces the clockwise and counterclockwise
rotational motion in the converging and diverging regions, which indicates the
separation point in the converging region and reattachment point in the diverging
region. Figure 2(c) shows the behavior of stream lines for second order solution
which also shows the rotational motion which indicates the separation and
reattachment region. Figure 2(d) presents the stream line solution up to second order.
It is observed that by setting o =0, [ = 0, the stream lines are similar to [6].

Figure 3 predicts the behavior of ¢ on wall shear stress in the converging and

diverging sections of the artery for the fixed values of Re, g, &, £ . Wall shear stress

increases near the throat of the artery as « increases. Wall shear stress decreases

due to reverse flow in the converging and diverging sections of the artery.
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G=0.1,Be=30,8=0.82,G=0.2

15

10

Tu

-0

Fig.3. Effect of ¢ on wall shear stress.

In figure 4, zero wall shear stress is plotted for & having fixed values of # and &

in the converging section of the artery. The purpose of investigation is to determine

the critical value of

Re at which separation occurred in the converging region of the

artery. As the critical Re reached the separation occurs in the converging region of

the artery.
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Fig.4. Separation point for ¢¢ in converging region.

In figure 5, zero wall shear stress is presented for o with fixed values of £ and &

in diverging section

critical value of Re

of the artery. The purpose of investigation is to determine the

at which separation occurred in the diverging region of the artery.

When the critical Re reached the reattachment occurs in the diverging region of the

artery. We observe form figure 5 that as we increase ¢ the critical Re decreases.
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Fig.5. Reattachment point for ¢ in the diverging region.

In figure 6, the effect of & over the axial velocity of the blood is plotted. As the value
of ¢ increases axial velocity decreases in the converging section of the artery and
becomes maximum over the constriction and becomes negative diverging section of
the artery, which predicts the back flow in the converging and diverging region of the
artery, which indicates the separation points in the converging region and

reattachment points in the diverging region of the artery.
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Fig.6. Velocity distribution foro .

Figure 7 presents the distribution of pressure gradient foror, by increasing o
pressure gradient decreases on the constricted region and obtain parabolic shape.

Reverse flow indicates the negative pressure gradient in the converging as well as in
diverging section of the artery.
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Fig.7. Pressure gradient foror .

5. DEDUCTIONS

The present investigation for Oldroyd-B is more general and we can obtain the results

for

@ Newtonian fluids by substituting 4,, 4, equal to zero.
(i) Maxwell fluid by substituting /12 equal to zero.
(iii) Jeffrey fluid by substituting /L equal to zero.

(iv) Second grade fluid by substituting 4, =0, ud, = ¢, .

6. CONCLUSIONS

In this article we analyze the Oldroyd-B fluid for velocity component, pressure
gradient, wall shear stress, separation points and draw the graphs for each. From the
graphical representation we observe that the solution obtained in this analysis are

very near to the physical significance of the parameters involved in this study. The
general patron of streamlines is same as in [4, 5], by setting /1],/12 equal to zero, the

wall shear stress is similar as [2, 3] and separation and reattachment points are
similar with [3]. We observe the following

0] As the Re increases wall shear stress and pressure gradient increases.

(i) By the increase in & increases the wall shear stress and pressure
gradient.

(i) Critical Re decreases by the increase in ¢.

(iv) Increase in ¢¢ increases in pressure, velocity and wall shear stress.
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v)

o o A~ b -

~

Critical Re decrease by the increase of « in the converging and

diverging region.
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