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ABSTRACT: The general solution of the system of quaternion matrix equations

$$
A_{1} X=C_{1}, X B_{2}=C_{2}, A_{3} X=C_{3}, X B_{4}=C_{4}
$$

is considered. A necessary and sufficient, condition for the existence and for the representation of the general solution of such a system is given. As applications, necessary and sufficient conditions for the existence and the expressions of the bisymmetric solutions for the matrix equation $X B=C$; is given centrosymmetric solution of

$$
\left\{\begin{array}{l}
A_{1} X=C_{1} \\
X B_{2}=C_{2}
\end{array}\right.
$$

and the persymmetric solution to

$$
\left\{\begin{array}{l}
A_{1} X=C_{1} \\
A_{3} X=C_{3}
\end{array}\right.
$$

are given, respectively, Moreover 1 some auxiliary results on other systems of quaternion matrix equations are also mentioned.
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## 1. INTRODUCTION

In 1976, Khatri and Mitra [1] have studied the Hermitian solutions to the following matrix equations over the complex field

$$
\begin{equation*}
A X=C \tag{1.1}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
A_{1} X=C_{1}  \tag{1.2}\\
X B_{2}=C_{2}
\end{array}\right.
$$

The inverse problem of the matrix equation (1.1), i.e. the matrix equation
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$$
\begin{equation*}
X B=C \tag{1.3}
\end{equation*}
$$

has been investigated in [2]-[4]. The symmetric solution and Hermitian solutions for (1.1) have been investigated by many authors, e.g. Vetter [5], Magnus and Neudecker [6], Don [8], and Dai [9]. Mitra in [10] presented further investigation for the system (1.2). Chu [7] studied the symmetric solutions of the system of linear real matrix equations.

$$
\left\{\begin{array}{l}
A_{1} X=C_{1}  \tag{1.4}\\
A_{3} X=C_{3}
\end{array}\right.
$$

Controsymmetric, persymmetric and bisymmetric matrices have been widely discussed (e.g [11]-[12]), which are very useful in various physics and engineering problems [12], in the study of some markov processes [14], in the numerical solution of certain differential equations, information theory, linear system theory, linear estimation theory [13], and others.

Motivated by the work mentioned above, we consider the following system

$$
\left\{\begin{array}{l}
A_{1} X=C_{1}  \tag{1.5}\\
X B_{2}=C_{2} \\
A_{3} X=C_{3} \\
X B_{4}=C_{4}
\end{array}\right.
$$

over the real quaternion field H. In section 2, we derive a necessary and sufficient condition for the existence and representation of the general solution for the system (1.5). Moreover 1 as special cases, the corresponding results on the systems (1.4) and

$$
\left\{\begin{array}{l}
X B_{2}=C_{2}  \tag{1.6}\\
X B_{4}=C_{4}
\end{array}\right.
$$

over H are also given. In section 3, as applications of Section 2, we present necessary and sufficient conditions for the existence of bisymmetric solution for the matrix equation (1.3), persymmetric solution of the systems (1.4), centrosymmetric solution for the system (1.2) over H; and give expression of such solutions when the corresponding conditions hold.

Throughout this we denote the set of all $m \times n$ matrices over $H$ by $\mathrm{H}^{m \times n}$, the identity matrix with appropriate sizes by $I$, a reflexive inverse of a matrix $A$ over H by $A^{+}$. This last one satisfies simultaneously $A A^{+} A=A$ and $A^{+} A A^{+}=A^{+}$. Moreover, $L_{A}=I-A^{+} A, \quad R_{A}=I-A A^{+}$ where $A^{+}$is any but fixed.

## 2. THE GENERAL SOUTION TO THE SYSTEM (1.5) OVER H

In this section we consider the system (1.5) over $H$.
Lemma 2.1. (Lemma 2.2 in [23]) Let $A \in H^{m \times n}, B \in H^{r \times s}$ and $C \in H^{m \times s}$. Then the following condition are equivalent:
(1) The matrix equation

$$
\begin{equation*}
A X B=C \tag{2.1}
\end{equation*}
$$

is consistent.
(2) $A A^{+} C B^{+} B=C$.
(3) $\quad C L_{B}=0, R_{A} C=0$

In that case, the general solution of (2.1) can be expressed as

$$
\begin{equation*}
X=A^{+} C B^{+}+L_{A} V+U R_{B} \tag{2.2}
\end{equation*}
$$

where $U$ and $V$ are any matrices with compatible dimensions over H .

Lemma 2.2 Let $A_{1} \in H^{m \times n}, B_{2} \in H^{r \times s}, C_{1} \in H^{m \times r}, C_{2} \in H^{n \times s}$ be known and $X \in H^{n \times r}$ unknown. Then the system (1.2) is consistent if and only if

$$
\begin{equation*}
A_{1} A_{1}^{+} C_{1}=C_{1}, C_{2} B_{2}^{+} B_{2}=C_{2}, A_{1} C_{2}=C_{1} B_{2} \tag{2.3}
\end{equation*}
$$

in that case, the general solution of the system (1.2) is

$$
\begin{equation*}
X=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} Y R_{B_{2}} \tag{2.4}
\end{equation*}
$$

where $Y$ is an arbitrary matrix over H with appropriate dimensions. Now we give the main result of this paper.

Theorem 2.3: Let $A_{1} \in H^{m \times n}, A_{3} \in H^{k \times n}, B_{2} \in H^{r \times s}, B_{4} \in H^{r \times l}, C_{1} \in H^{m \times r}$, $C_{2} \in H^{n \times s}, C_{3} \in H^{k \times r}, C_{4} \in H^{n \times l}$ be known matrices and $X \in H^{n \times r}$ unknown; and $K=A_{3} L_{A_{1}}, M=L_{A_{1}} L_{K}, N=R_{B_{2}} B_{4}$,

$$
\begin{gather*}
T=C_{3}-A_{3} A_{1}^{+} C_{1}, Q_{1}=T-K C_{2} B_{2}^{+}  \tag{2.5}\\
Q=C_{4}-A_{1}^{+} C_{1} B_{4}-L_{A_{1}} C_{2} B_{2}^{+} B_{4}-L_{A_{1}} K^{+} T N \tag{2.6}
\end{gather*}
$$

Then the system (1.5) is consistent if and only if

$$
\begin{equation*}
K K^{+} T R_{B_{2}}=Q_{1} Q L_{N}=0, R_{M} Q=0 \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
A_{i} A_{i}^{+} C_{i}, i=1,3, A_{1} C_{2}=C_{1} B_{2}, C_{j} B_{j}^{+} B_{j}=C_{j}, j=2,4 \tag{2.8}
\end{equation*}
$$

In this case, the general solution of (1.5) can be expressed as the following:

$$
\begin{equation*}
X=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} K^{+} T R_{B_{2}}+Q N+R_{B_{2}}+M Z R_{N} R_{B_{2}} \tag{2.9}
\end{equation*}
$$

where $Z$ is an arbitrary matrix over $H$ with compatible dimensions.
Proof. The Proof consists of two main parts. We first show that the matrix $X$ that has the form of (2.9) is a solution of the system (1.5) under the
assumption (2.7) and (2.8), then prove that any solution of the system (1.5) can be expressed as the form of (2.9), when (2.7) and (2.8) hold.

Suppose that (2.7) and (2.8) hold. Noting that $A_{1} L_{A_{1}}=0, M M^{+} Q=Q$, we can easily verify that the matrix $X$ that has the form of (2.9) is a solution of the equation $A_{1} X=C_{1}$. It follows from (2.8) and $R_{B_{2}} B_{2}=0$ that $X B_{2}=0$.
Note that $A_{3} M=A_{3} L_{A_{1}} L_{K}=K L_{K}=0$. So $M M^{+} Q=Q$ yields $A_{3} Q=0$. Hence by (2.5) and the first equation of (2.7), we have the following

$$
A_{3} X=A_{3} A_{1}^{+} C_{1}+K C_{2} B_{2}^{+}+Q_{1}=C_{3}
$$

Now we prove that $X B_{4}=C_{4}$. By $R_{N} N=0, Q N^{+} N=Q$ and (2.6), we have

$$
\begin{aligned}
X B_{4} & =A_{1}^{+} C_{1} B_{4}+L_{A_{1}} C_{2} B_{2}^{+} B_{4}+L_{A_{1}} K^{+} T N+Q \\
& =C_{4}
\end{aligned}
$$

To sum up, a matrix $X$ that has the form of (2.9) is a solution of the system (1.5) under the assumptions (2.7) and (2.8).

Conversely, assume that the system (1.5) has a solution $X_{0}$, then $X_{0}$ is a solution of the system (1.2) and $A_{3} X_{0}=C_{3}, X_{0} B_{4}=C_{4}$. By Lemma 2.2 and Lemma 2.1, (2.8) holds and

$$
\begin{equation*}
X_{0}=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} Y R_{B_{2}} \tag{2.10}
\end{equation*}
$$

So

$$
C_{3}=A_{3} X_{0}=A_{3}\left(A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} Y R_{B_{2}}\right)
$$

i.e., the matrix equation $K Y R_{B_{2}}=Q_{1}$ is consistent for $Y$ where $Q_{1}$ is defined by (2.5). Note that $R_{B_{2}}$ is idempotent and a reflexive inverse of $R_{B_{2}}$ is itself and $R_{R_{B_{2}}}=I-R_{B_{2}}$. Hence it follows from Lemma 2.1 that the first equation of (2.7) holds and

$$
Y=K^{+} Q_{1} R_{B_{2}}+L_{K} V+U\left(I-R_{B_{2}}\right)
$$

where $U$ and $V$ are arbitrary matrices with appropriate sizes over $H$. Therefore $B_{2}^{+} R_{B_{2}}=0$ and (2.5), (2.10) becomes

$$
X_{0}=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} K^{+} T R_{B_{2}}+L_{A_{1}} L_{K} V R_{B_{2}}
$$

Hence by (2.6), (2.5) and $C_{4}=X_{0} B_{4}$, we have the fact that

$$
M V N=Q
$$

So Lemma 2.1 yields the later two equations of (2.7).
Now we show that $X_{0}$ can be expressed as the form of (2.9). It follows from $L_{A_{1}} X_{0}=X_{0}-A_{1}^{+} C_{1}$ that

$$
\begin{aligned}
L_{K} X_{0} R_{B_{2}} & =X_{0} R_{B_{2}}-K^{+} K X_{0} R_{B_{2}} \\
& =X_{0}-X_{0} B_{2} B_{2}^{+}-K^{+} K X_{0} R_{B_{2}} \\
& =X_{0}-C_{2} B_{2}^{+}-K^{+} A_{3} L_{A_{1}} X_{0} R_{B_{2}} \\
& =X_{0}-C_{2} B_{2}^{+}-K+C_{3} R_{B_{2}}+K^{+} A_{3} A_{1}^{+} C_{1} R_{B_{2}}
\end{aligned}
$$

Therefore by (2.5), we have the following

$$
\begin{aligned}
L_{A_{1}} L_{K} X_{0} R_{B_{2}} & =X_{0}-A_{1}^{+} C_{1}-L_{A_{1}} C_{2} B_{2}^{+}-L_{A_{1}} K^{+} C_{3} R_{B_{2}}+L_{A_{1}} K^{+} A_{3} A_{1}+C_{1} R_{B_{2}} \\
& =X_{0}-A_{1}^{+} C_{1}-L_{A_{1}} C_{2} B_{2}^{+}-L_{A_{1}} K^{+} T R_{B_{2}}
\end{aligned}
$$

whence in view of (2.6),

$$
\begin{aligned}
L_{A_{1}} L_{K} X_{0} N N^{+} R_{B_{2}} & =L_{A_{1}} L_{K} X_{0} R_{B_{2}} B_{4} N^{+} R_{B 2} \\
& =\left(X_{0}-A_{1}^{+} C_{1}-L_{A_{1}} C_{2} B_{2}^{+}-L_{A_{1}} K^{+} T R_{B_{2}}\right) B_{4} N^{+} R_{B_{2}} \\
& =\left(C_{4}-A_{1}^{+} C_{1} B_{4}-L_{A_{1}} C_{2} B_{2}^{+} B_{4}-L_{A_{1}} K^{+} T N\right) N^{+} R_{B_{2}} \\
& =Q N^{+} R_{B_{2}}
\end{aligned}
$$

Hence

$$
\begin{aligned}
M X_{0} R_{N} R_{B_{2}} & =L_{A_{1}} L_{K} X_{0} R_{N} R_{B_{2}} \\
& =L_{A_{1}} L_{K} X_{0} R_{B_{2}}-L_{A_{1}} L_{K} X_{0} N N^{+} R_{B_{2}} \\
& =X_{0}-A_{1}^{+} C_{1}-L_{A_{1}} C_{2} B_{2}^{+}-L_{A_{1}} K^{+} T R_{B_{2}}-Q N^{+} R_{B_{2}},
\end{aligned}
$$

i.e.

$$
X_{0}=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} K^{+} T R_{B_{2}}+Q N^{+} R_{B_{2}}+M X_{0} R_{N} R_{B_{2}}
$$

So $X_{0}$ can be expressed as the form of (2.9) where $Z=X_{0}$.

In Theorem 2.3, let $B_{2}, B_{4}, C_{2}$ and $C_{4}$ vanish. Then we have the following.

Corollary 2.4 Let $A_{1} \in \mathrm{H}^{m \times n}, A_{3} \in \mathrm{H}^{k \times n}, C_{1} \in \mathrm{H}^{m \times r}, C_{3} \in \mathrm{H}^{k \times r}$ be known matrices and $X \in \mathrm{H}^{n \times r}$ unknown; and $\mathrm{K}=A_{3} L_{\mathrm{A}_{1}}, T=C_{3}-A_{3} A_{1}{ }^{+} C_{1}$. Then the system (1.4) is consistent if and only if.

$$
K K^{+} T=T, A_{i} A_{i}^{+} C_{i}=C_{i}, i=1,3,
$$

in which case, the general solution of (1.4) can be expressed as the following:

$$
X=A_{1}^{+} C_{1}+L_{A_{1}} K^{+} T+L_{A_{1}} L_{K} Z
$$

where $Z$ is an arbitrary matrix over $H$ with compatible dimensions.
In Theorem 2.3, let $A_{1}, C_{1}, A_{3}$ and $C_{3}$ vanish. Then we have the following.
Corollary 2.5. Let $B_{2} \in \mathrm{H}^{r \times s}, B_{4} \in \mathrm{H}^{r \times l}, C_{2} \in \mathrm{H}^{n \times s}, C_{4} \in \mathrm{H}^{n \times l}$ known matrices and $X \in \mathrm{H}^{n \times r}$ unknown; and $N=R_{B_{2}} B_{4}, Q=C_{4}-C_{2} B_{2}{ }^{+} B_{4}$. Then the system (1.6) is consistent if and only if.

$$
C_{j} B_{j}^{+} B_{j}=C_{j}, j=2,4 ; Q L_{N}=0,
$$

in which case, the general solution of (1.6) can be expressed as the following:

$$
X=C_{2} B_{2}^{+}+Q N^{+} R_{B_{2}}+Z R_{N} R_{B_{2}}
$$

where $Z$ is an arbitrary matrix over $H$ with compatible dimensions.

## 3. THE VARIOUS SYMMETRIC SOLUTIONS TO SOME QUATERNION MATRIX EQUATIONS

In this section, we use Theorem $\mathbf{2 . 3}$ to consider the bisymmetric solution to the matrix equation (1.1), the centrosymmetric solution to the system (1.2) and the persymmetric solutions to the systems (1.4). We denote the $n \times n$ permutation matrix whose elements along the southwest northeast diagonal are ones and whose remaining elements are zeros by $V_{n}$. By [22], we have the following definition.

Definition 3.1. Suppose that

$$
A=\left(a_{i j}\right) \in \mathrm{H}^{m \times n}, A^{*}=\left(\overline{a_{j i}}\right) \in \mathrm{H}^{n \times m}, A(*)=\left(\overline{a_{m}-j+1, n-i+1}\right) \in \mathrm{H}^{n \times m},
$$

$A^{\#}=\left(a_{m^{-i t 1, n-j+1}}\right) \in \mathrm{H}^{m \times n}$, where $\overline{a_{j i}}$ is the conjugate of the quaternion $a_{j i}$,
then $A^{(*)}=V_{n} A^{*} V_{m}, A^{\#}=V_{m} A V_{n}$.
(i) The matrix $A=\left(a_{i j}\right) \in \mathrm{H}^{n \times n}$ is called symmetric if $A=A^{*}$.
(ii)The matrix $A=\left(a_{i j}\right) \in \mathrm{H}^{n \times n}$ is called persymmetric if $A=A^{(*)}$.
(iii)The matrix $A=\left(a_{i j}\right) \in \mathrm{H}^{m \times n}$ is called centrosymmetric if $a_{i j}=a_{m-i+1, n-j+1}$,
i.e. $A=A^{\#}$.
(iv)The matrix $A=\left(a_{i j}\right) \in \mathrm{H}^{n \times n}$ is called bisymmetric if $a_{i j}=a_{n-i+1, n-j+1}=\overline{a_{j i}}$.

Remarks 3.1. (1) Of the three matrix properties --- symmetric, persymmetric and centrosymmetric --- any two imply the third one. So a bisymmetric matrix $A$ implies $A=A^{*}=A^{(*)}=A^{\#}$
(2) $V_{n}=V_{n}{ }^{(*)}=V_{n}{ }^{\#}=V_{n}^{*}$.
(3) For matrices $A$ and $B$ over $H$, it is easy to verify that

$$
\begin{aligned}
& (A B)^{*}=B^{*} A^{*},(A B)^{(*)}=B^{(*)} A^{(*)},(A B)^{\#}=A^{\#} B^{\#} \\
& \left(A^{+}\right)^{\#}=\left(A^{\#}\right)^{+},\left(A^{+}\right)^{(*)}=\left(A^{(*)}\right)^{+},\left(A^{+}\right)^{*}=\left(A^{*}\right)^{+}
\end{aligned}
$$

3.1. The Bisymmetric Solution to (1.3).

Now we use Theorem 2.3 to give a necessary and sufficient condition for the matrix equation (1.3) to have a bisymmetric solution and the expression of such a solution.

Theorem 3.1. Let $B, C \in \mathrm{H}^{n \times m}$ be known and $X \in \mathrm{H}^{n \times m}$ unknown; and

$$
\begin{aligned}
K & =B^{(*)} L_{B^{*}}, N=R_{B} B^{\#}, M=L_{B^{*}} L_{K}, T=C^{(*)}-B^{(*)}\left(B^{*}\right)^{+} C^{*}, Q_{1}=T-K C B^{+} \\
Q & =C^{\#}-\left(C B^{+}\right)^{*} B^{\#}-L_{B^{*}} C B^{+} B^{\#}-L_{B^{*}} K^{+} T N .
\end{aligned}
$$

Then the matrix equation (1.3) has a bisymmetric solution if and only if

$$
K K^{+} T R_{B}=Q_{1}, Q L_{N}=0, R_{M} Q=0, B^{+} B C=C, C^{*} B=B^{*} C,
$$

in which case, the general bisymmetric solution of (1.3) can be expressed as the following:

$$
\begin{equation*}
X=\frac{1}{4}\left(X_{1}+X_{1}^{*}+X_{1}^{(*)}+X_{1}{ }^{\#}\right) \tag{3.1}
\end{equation*}
$$

with

$$
\mathrm{X}_{1}=\left(C B^{+}\right)^{*}+L_{B^{*}} C B^{+}+L_{B^{*}} K^{+} T R_{B}+Q N^{+} R_{B}+M Z R_{N} R_{B}
$$

where $Z$ is an arbitrary matrix over $H$ with compatible dimension.

Proof. It is sufficient to show that the matrix equation (1.3) has a bisymmetric solution is equivalent to the following system

$$
\left\{\begin{array}{l}
B^{*} X=C^{*}  \tag{3.2}\\
X B=C \\
B^{(*)} X=C^{(*)} \\
X B^{\#}=C^{\#}
\end{array}\right.
$$

is consistent for $X$. In fact, if the matrix equation (1.3) has a bisymmetric solution $X$, then $X$ is obviously a solution of (3.2). Conversely, assume that (3.2) has a solution $X_{1}$, then $X^{*} B=C, X_{1}{ }^{(*)} B=C, X_{1}{ }^{\#} B=C$. Hence it is easy to verify that (3.1) is a bisymmetric solution of the matrix equation (1.3). Theorem 2.3 yields the remaining part of the proof.

Remark 3.2. (1) Similarly, we can investigate the bisymmetric solution to the quaternion matrix equation (1.1).
(2) Using Theorem 3.1, we can study the bisymmetric solution to the system (1.2), (1.4) and (1.6). In fact, the system (1.2), (1.4) and (1.6) has a bisymmetric solution is equivalent to the following system

$$
\begin{aligned}
& {\left[\begin{array}{l}
A_{1} \\
B_{2}^{*}
\end{array}\right] X=\left[\begin{array}{l}
C_{1} \\
C_{2}^{*}
\end{array}\right]} \\
& {\left[\begin{array}{l}
A_{1} \\
A_{3}
\end{array}\right] X=\left[\begin{array}{l}
C_{1} \\
C_{3}
\end{array}\right]} \\
& {\left[\begin{array}{l}
B_{2}^{*} \\
B_{4}^{*}
\end{array}\right] X=\left[\begin{array}{l}
C_{2}^{*} \\
C_{4}^{*}
\end{array}\right]}
\end{aligned}
$$

has a bisymmetric solution, respectively.
3.2. The Centrosymmetric Solution to the system (1.2).

Now we use Theorem 2.3 to consider the centrosymmetric solution to the system (1.2).

Theorem 3.2.

$$
\text { Let } A_{1} \in \mathrm{H}^{m \times n}, B_{2} \in \mathrm{H}^{r \times s}, C_{1} \in \mathrm{H}^{m \times r}, C_{2} \in \mathrm{H}^{n \times s} \text { be unknown matrices }
$$

and $X \in \mathrm{H}^{n \times r}$ unknown; and

$$
K=A_{1}^{\#} L_{A_{1}}, M=L_{A_{1}} L_{K}, N=R_{B_{2}} B_{2}^{\#}, T=C_{1}^{\#}-A_{1}^{\#} A_{1}+C_{1}, Q_{1}=T-K C_{2} B_{2}^{+},
$$

$$
Q=C_{2}^{\#}-A_{1}^{+} C_{1} B_{2}^{\#}-L_{A_{1}} C_{2} B_{2}^{+} B_{2}^{\#}-L_{A_{1}} K^{+} T N .
$$

Then the system (1.2) has a centrosymmetric solution if and only if

$$
\begin{gathered}
K K^{+} T R_{B_{2}}=Q_{1}, Q L_{N}=0, R_{M} Q=0, \\
A_{1} A_{1}^{+} C_{1}=C_{1}, A_{1} C_{2}=C_{1} B_{2}, C_{2} B_{2}^{+} B_{2}=C_{2},
\end{gathered}
$$

in which case, the general centrosymmetric solution of (1.2) can be expressed as the following:

$$
\begin{equation*}
X=\frac{1}{2}\left(X_{1}+X_{1}^{\#}\right) \tag{3.3}
\end{equation*}
$$

with

$$
X_{1}=A_{1}^{+} C_{1}+L_{A_{1}} C_{2} B_{2}^{+}+L_{A_{1}} K^{+} T R_{B_{2}}+Q N^{+} R_{B_{2}}+M Z R_{N} R_{B_{2}}
$$

where $Z$ is an arbitrary matrix over H with compatible dimensions.
Proof. It is sufficient to show that the system (1.2) has a centrosymmetric solution equivalent to the system

$$
\left\{\begin{array}{l}
A_{1} X=C_{1}  \tag{3.4}\\
X B_{2}=C_{2} \\
A_{1}^{\#} X=C_{1}^{\#} \\
X B_{2}^{\#}=C_{2}^{\#}
\end{array}\right.
$$

is consistent for $X$. As a mater of fact, if the system (1.2) has a centrosymmetric solution $X$, then $X$ is obviously a solution of the system (3.4). Conversely, suppose that the system (3.4) has a solution $X_{1}$. Noting that $A_{1} X_{1}^{\#}=C_{1}, X_{1}^{\#} B_{2}=C_{2}$ by $A_{1}^{\#} X_{1}=C_{1}^{\#}$ and $X_{1} B_{2}^{\#}=C_{2}^{\#}$. Hence it is easy to verify that (3.3) is a centrosymmetric solution of the system (1.2). The remaining parts of the proof can be obtained by Theorem 2.3.
3.3. The Persymmetric Solution to (1.4).

Now we consider the persymmetric solution to the system (1.4) by using Theorem 2.3.

Theorem 3.3.
Let $A_{1}, C_{1} \in \mathrm{H}^{m \times n}, A_{3}, C_{3} \in \mathrm{H}^{k \times n}$ be known matrices and
$K=A_{3} L_{A_{1}}, M=L_{A_{1}} L_{K}, N=R_{A_{1}^{(*)}} A_{3}^{(*)}, T=C_{3}-A_{3} A_{1}^{+} C_{1}, Q_{1}=T-K\left(A_{1}^{+} C_{1}\right)^{(*)}$, $Q=C_{3}^{(*)}-A_{1}^{+} C_{1} A_{3}^{(*)}-L_{A_{1}}\left(A_{3} A_{1}^{+} C_{1}\right)^{(*)}-L_{A_{1}} K^{+} T N$.
Then the system (1.4) has a persymmetric solution if and only if

$$
A_{i} A_{i}^{+} C_{i}=C_{i}, i=1,3, K K^{+} T R_{A_{1}^{())}}=Q_{1}, Q L_{N}=0, R_{M} Q=0,
$$

in which case, the general solution of (1.4) can be expressed as the following:

$$
\begin{equation*}
X=\frac{1}{2}\left(X_{1}+X_{1}^{(*)}\right) \tag{3.5}
\end{equation*}
$$

with

$$
X_{1}=A_{1}^{+} C_{1}+L_{A_{1}}\left(A_{1}^{+} C_{1}\right)^{(*)}+L_{A_{1}} K^{+} T R_{A_{1}^{(\cdot)}}+Q N^{+} R_{A_{1}^{(\cdot)}}+M Z R_{N} R_{A_{1}^{(\cdot)}} \mathbf{w}
$$

here Z is an arbitrary matrix over H with compatible dimensions.
Proof. It is sufficient to show that the system (1.4) has a persymmetric solution is equivalent to the system

$$
\left\{\begin{array}{l}
A_{1} X=C_{1}  \tag{3.6}\\
X A_{1}^{(*)}=C_{1}^{(*)} \\
A_{3} X=C_{3} \\
X A_{3}^{(*)}=C_{3}^{(*)}
\end{array}\right.
$$

is consistent for $X$. In fact, if the system (1.4) has a persymmetric solution $X$, then $X$ is obviously a solution of the system (3.6). Conversely, assume that the system (3.6) has a solution $X_{1}$. Noting that $A_{1} X_{1}^{(*)}=C_{1}, A_{3} X_{1}^{(*)}=C_{3}$ by $X A_{1}^{(*)}=C_{1}^{(*)}$ and $X A_{3}^{(*)}=C_{3}^{(*)}$. Hence it is easy to verify that (3.5) is a persymmetric solution of the system (1.4). The remaining parts of the proof can be obtained by Theorem 2.3.

Remark 3.3. Similarly we can investigate the persymmetric solution of the system (1.6).
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#### Abstract

In this note, we investigate some fundamental properties and prove some results on derivations of BCl -algebras.


## 1. INTRODUCTION

In the theory of rings and near rings, the properties of derivations is an important topic to study [8, 10]. In [7], Jun and Xin applied the notions of rings and near rings theory to BCl - algebras and obtained some properties. In this paper, we prove some results on derivations of BCl -algebras. First, we show that a derivations of BCK-algebra is regular and prove that if $d$ is a derivation of a $\mathrm{BCl}-$ algebra $X$ and $\alpha \in \mathrm{X}$ such that $a^{*} d(x)=0$ or $d(x) * a=0$, for all $x \in X$, then $d$ is regular and $X$ is a BCK-algebra. Also we study a derivation of a $p$-semisimple BCl -algebra $X$, then $d_{1}, d_{2}$ are derivations of a $p$-semisimple BCl -algebra $X$, then $d_{1} \circ d_{2}$ is also a derivation of $X$ and $d_{1} \circ d_{2}=d_{2} \circ d_{1}$. Finally, we show that $d_{1} * d_{2}=d_{2} * d_{1}$, where $d_{1}, d_{2}$ are derivations of a $p$-semisimple BCl -algebra $X$.

## 2. PRELIMINARIES

Let $\mathbf{X}$ be a set with a binary operation * and a constant 0 . Then $(X, *, 0)$ is called a BCl -algebra, if it satisfies the following axioms for all $x, y, z \in X$ :

BCI-1: $\left(\left(\mathrm{x}^{*} \mathrm{y}\right) *\left(\mathrm{x}^{*} \mathrm{z}\right)\right) *\left(\mathrm{z}^{*} \mathrm{y}\right)=0$;
BCI-2: $\left(\mathrm{x}^{*}(\mathrm{x} * \mathrm{y})\right)^{*} \mathrm{y}=0$;
BCI-3: $\quad x * x=0$;
BCI-4: $\mathrm{x}^{*} \mathrm{y}=0$ and $\mathrm{y} * \mathrm{x}=0$ imply $\mathrm{x}=\mathrm{y}$ [6].

Define a binary relation $\leq$ on $X$ by putting $x \leq y$ if and only if $\mathrm{x}^{*} \mathrm{y}=0$. Then $(\mathrm{X} ; \leq)$ is a partially ordered set. A BCl-algebra $X$ satisfying $0 \leq x$, for all $x \in X$, is called a BCK-algebra. In any $\mathrm{BCI}-$ algebra $X$, the following hold [6] for all $x, y, z \in X$ :
(1) $\quad \mathrm{x} * 0=\mathrm{x}$.
(2) $(\mathrm{x} * \mathrm{y}) * \mathrm{z}=(\mathrm{x} * \mathrm{z}) * \mathrm{y}$.
(3) $\quad 0 *(x * y)=(0 * x) *(0 * y)$.
(4) $\quad *(x *(x * y))=x * y[1]$.
(5) $\quad\left(\left(\mathrm{x}^{*} \mathrm{z}\right) *(\mathrm{y} * \mathrm{z})\right) *(\mathrm{x} * \mathrm{y})=0$.
(6) $\quad \mathrm{x} \leq y$ implies $\mathrm{x} * \mathrm{z} \leq \mathrm{y} * \mathrm{z}$ and $\mathrm{z} * \mathrm{y} \leq \mathrm{z} * \mathrm{x}$.

$$
\begin{equation*}
x^{*} 0=0 \text { implies } x=0 \tag{7}
\end{equation*}
$$

For a BCI-algebra $X$, denote by $X_{+}=\{x \in X \mid 0 \leq X\}$, the BCK-part of $X$, and by $G(X)=\{x \in X \mid 0 * x=x\}$, the BCI-G part of $X$. If $X_{+}=\{0\}$, then $X$ is called a $p$-semisimple $\mathbf{B C I}$ - algebra. For all $x, y, z \in X$, the following hold in a $p$-semisimple BCl -algebra X :
(8) $\quad(x * z) *(y * z)=x * y$.
(9) $\quad 0 *(0 * x)=x$.
(10) $\quad x *(0 * y)=y *(0 * x)$.
(11) $\quad x * y=0$ implies $x=y$.
(12) $x^{*} y=x * z$ implies $y=z$.
(13) $\mathrm{y}^{*} \mathrm{x}=\mathrm{z} * \mathrm{x} \quad$ implies $\mathrm{y}=\mathrm{z}$.
(14) $y *(y * x)=x[3,4,5,11]$

Let $\mathbf{X}$ be a $\mathbf{B C l}$-algebra. We denote $x^{\wedge} y=y^{*}\left(y^{*} x\right)$, For more details, we refer to $[2,9,12,13]$.

Definition 2.1 [7] Let X be a BCl -algebra. By a $(\ell, r)$ - deviation of X , we mean a self map $d$ of $X$ satisfying the identity $d\left(x^{*} y\right)=d(x)^{*} y \wedge x * d(y), \quad$ for all $x, y \in X$. If $\mathbf{X}$ satisfies the identity $d\left(x^{*} y\right)=x^{*} d(y) \wedge d(x)^{*} y$, for all $x, y \in X$, then we say that $\mathbf{d}$ is a $(r, \ell)$ - derivation of $X$. Moreover, if $d$ is both a $(\ell, r)$ and a $(r, \ell)$ derivation, we say that $d$ is a derivation of $X$.

Definition 2.2 [7]. A self map $d$ of $\mathrm{BCl}-\mathrm{algebra} \mathrm{X}$ is said to be regular if $d(0)=0$.

Proposition 2.3 [7] Let $d$ be a regular derivation of BCl -algebra X . Then the following hold:
(i) $d(x) \leq x$ for all $x \in X$.
(ii) $d(x)^{*} y \leq x^{*} d(y)$, for all $x, y \in X$.
(iii) $d\left(x^{*} y\right)=d(x)^{*} y \leq d(x)^{*} d(y)$, for all $x, y \in X$.
(iv) $d^{-1}(0)=\{x \in X \mid d(x)=0\}$ is a subalgebra of $X$ and $d^{-1}(0) \subset X_{+}$.

## 3. SOME RESULTS ON DERIVATIONS

First, we study derivations on BCK-algebras:
Proposition 3.1: Every ( $r, \ell$ )-derivations (or a $(\ell, r)$-derivation) of a BCK-algebra is regular.
Proof. Let X is a BCK-algebra and $d \mathbf{a}(r, \ell)$-deviation of $\mathrm{a} X$. Then for all $x \in X$, we have:

$$
\begin{aligned}
d(0) & =d(0 * x)=0 * d(x) \wedge d(0) * x \\
& =0 \wedge d(0) * x=0
\end{aligned}
$$

Now let $d$ is a ( $\ell, r$ ) -deviation of $X$. Then for all $x \in X$ we have:

$$
\begin{aligned}
d(0) & =d(0 * x)=d(0) * x^{\wedge} 0 * d(x) \\
& =d(0) * x^{\wedge} 0=0
\end{aligned}
$$

From Proposition 3.1 we get:
Corollary 3.2: A derivation of a BCK-algebra is regular.
In Proposition 3.3 (resp. Proposition 3.4), we assume that $d$ is a derivation of a BCI-algebra $X$ and $a \in X$ such that $d(x) * a=0$, (resp. $a * d(x)=0$ ), for all $x \in X$, then we show that $d$ is a regular derivation of $X$ and $X$ is a BCK-algebra:

Proposition 3.3. Let $d$ be a derivation of a BCI-algebra $X$ and $a \in X$ such that $d(x)^{*} a=0$, for all $x \in X$. Then $d$ is a regular derivation of $X$. Moreover $X$ is a BCK-algebra.

Proof. Let $d$ be a derivation of a BCI-algebra $X$ and let $a \in X$ such that $d(x)^{*} a=0$, for all $x \in X$. Since $d$ is $(\ell, r)$-derivation we get:

$$
\begin{aligned}
0 & =d\left(x^{*} a\right) * a=\left(d(x) * a^{\wedge} x^{*} d(a)\right) * a \\
& \left.=0^{\wedge} x^{*} d(a)\right) * a=0 * a
\end{aligned}
$$

thus $0 \leq a$, and so $x \in X_{+}$. This shows that

$$
\begin{aligned}
d(0) & =d(0 * a)=d(0) * a \wedge 0 * d(a) \\
& =0 \wedge 0 * d(a)=0
\end{aligned}
$$

Hence $d$ is a regular derivations of $X$. So by Proposition 2.3 (i) we have $d(x) \leq x$, for all $x \in X$ and so.

$$
\begin{aligned}
& 0 * x \leq 0 * d(x)=(d(x) * a) * d(x) \\
& \quad=0 * a=0
\end{aligned}
$$

Thus $0 * x \leq 0$ for all $x \in X$ and $\operatorname{so} 0=(0 * x) * 0=0 * x$. Then we have $0 \leq x$, for all $x \in X$. Which implies that $X$ is a BCK-algebra.

Similarly we can prove:
Proposition 3.4. Let $d$ be a derivation of a BCI-algebra $X$ and $a \in X$ such that $a * d(x)=0$, for all $x \in X$. Then $d$ is a regular derivation of $X$. Moreover, $X$ is a BCK-algebra.

Finally, we study a derivations of a $p$ - semisimple $\mathbf{B C l}$-algebra:
Definition 3.5: Let $X$ be a BCl -algebra and $d_{1}$, $d_{2}$ two self maps of $X$ We define d1. d2 $d_{1} \circ d_{2}: X \rightarrow X$ as:

$$
d_{1} \circ d_{2}(x)=d_{1}\left(d_{2}(x)\right), \text { for all } x \in X
$$

Proposition 3.6 Let $X$ be a $p$-semisimple BCI-algebra and $d_{1}, d_{2}$ the $(\ell, r)$-derivations of $X$. Then $d_{1} \circ d_{2}$ is also a $(\ell, r)$-derivation of $X$.

Proof. Let $X$ be a $p$-semisimple $\mathbf{B C I}$ - algebra and $d_{1}, d_{2}$ are $(\ell, r)$ derivations of $X$. Then by (14) and proposition 2.3 (ii), we get for all $x, y \in X$ :

$$
\begin{aligned}
\left(d_{1} \circ d_{2}\right)(x * y) & =d_{1}\left(d_{2}(x) * y \wedge x * d_{2}(y)\right)=d_{1}\left(d_{2}(x)^{*} y\right) \\
& =d_{1}\left(d_{2}(x)\right) * y \wedge d_{2}(x)^{*} d_{1}(y)=d_{1}\left(d_{2}(x)\right) * y \\
& =\left(x^{*} d_{1}\left(d_{2}(y)\right)\right) *\left(\left(x^{*} d_{1}\left(d_{2}(y)\right)\right) *\left(d_{1}\left(d_{2}(x)\right) * y\right)\right) \\
& =\left(d_{1} \circ d_{2}\right)(x) * y^{\wedge} x^{*}\left(d_{1} \circ d_{2}\right)(y)
\end{aligned}
$$

Which implies that $d_{1} \circ d_{2}$ is a $(\ell, r)$-derivation of $X$.
Similarly, we can prove:
Proposition 3.7. Let $X$ be a $p$-semisimple $\mathbf{B C I}$-algebra and $d_{1}, d_{2}$ are $(r, \ell)$-derivations of $X$. Then $\mathbf{d}_{1} \mathbf{d}_{\mathbf{2}}$ is also a $(r, \ell)$-derivation of $X$.

## Combining Propositions 3.6 and 3.7 , we get:

Theorem 3.8. Let $X$ be a $p$-semisimple BCI -algebra and $d_{1}, d_{2}$ derivations of $X$. Then $d_{1} \circ d_{2}$ is also a derivation of $X$.

Proposition 3.9. Let $X$ be a $p$-semisimple BCI -algebra and $d_{1}, d_{2}$ derivations of $X$. Then $d_{1} \circ d_{2}=d_{2} \circ d_{1}$.

Proof. Let $X$ be a $p$-semisimple BCI -algebra and $d_{1}, d_{2}$, the derivations of $X$. Since $d_{2}$ is a $(l, r)$-derivation of $X$, then for al $x, y \in X$ :

$$
d_{1} \circ d_{2}\left(x^{*} y\right)=d_{1}\left(d_{2}\left(x^{*} y\right)\right)=d_{1}\left(d_{2}(x) * y^{\wedge} x^{*} d_{2}(y)\right)
$$

$$
\left.=d_{1}\left(d_{2}(x) * y\right)\right)
$$

But $d_{1}$ is a $(r, l)$-derivation of $X$, so

$$
\begin{aligned}
\left(d_{1} \circ d_{2}\right)\left(x^{*} y\right) & =d_{1}\left(d_{2}(x)^{*} y\right) \\
& =d_{2}(x)^{*} d_{1}(y) \wedge d_{1}\left(d_{2}(x)\right) * y \\
& =d_{2}(x) * d_{1}(y)
\end{aligned}
$$

thus we have for all $x, y \in X$ :

$$
\begin{equation*}
\left(d_{1} \circ d_{2}\right)(x * y)=d_{2}(x) * d_{1}(y) \tag{1}
\end{equation*}
$$

Also, since $d_{1}$ is a $(r, l)$-derivation of $X$, then for all $x, y \in X$ :

$$
\begin{gathered}
\left(d_{2} \circ d_{1}\right)(x * y)=d_{2}\left(x * d_{1}(y)^{\wedge} d_{1}(x) * y\right) \\
=d_{2}\left(x * d_{1}(y)\right)
\end{gathered}
$$

But $d_{2}$ is a $(l, r)$-derivation of $X$, so

$$
\begin{aligned}
\left(d_{2} \circ d_{1}\right)(x * y)= & d_{2}\left(x * d_{1}(y)\right) \\
& =d_{2}(x) * d_{1}(y) \wedge x^{*} d_{2}\left(d_{1}(y)\right) \\
& =d_{2}(x) * d_{1}(y)
\end{aligned}
$$

Thus we have for all $x, y \in X$ :

$$
\begin{equation*}
\left(d_{2} \circ d_{1}\right)\left(x^{*} y\right)=d_{2}(x) * d_{1}(y) \tag{2}
\end{equation*}
$$

From (1) and (2) we get for all $x, y \in X$ :

$$
\left(d_{1} \circ d_{2}\right)(x * y)=\left(d_{2} \circ d_{1}\right)(x * y)
$$

By putting $y=0$ we get for all $x \in X$ :

$$
\left(d_{1} \circ d_{2}\right)(x)=\left(d_{2} \circ d_{1}\right)(x)
$$

Which implies that $d_{1} \circ d_{2}=d_{2} \circ d_{1}$
Definition 3.10. Let $X$ be a BCI-algebra and $d_{1}, d_{2}$, two self maps of $X$. We define $d_{1}{ }^{*} d_{2}: X \longrightarrow X$ as :
$\left(d_{1} * d_{2}\right)(x)=d_{1}(x) * d_{2}(x)$, for all $x \in X$
Proposition 3.11. Let $X$ be a $p$-semisimple $\mathbf{B C I}$-algebra and $d_{1}, d_{2}$ derivations of $X$. Then $d_{1} * d_{2}=d_{2} * d_{1}$

Proof. Let $X$ is a $p$-semisimple $\mathbf{B C I}$-algebra and $d_{1}, d_{2}$ derivations of $X$. Since $d_{2}$ is a $(l, r)$-derivation of $X$, then for all $x, y \in X$ :

$$
\left(d_{1} \circ d_{2}\right)(x * y)=d_{1}\left(d_{2}(x)^{*} y^{\wedge} x * d_{2}(y)\right)=d_{1}\left(d_{2}(x) * y\right)
$$

But $d_{1}$ is a $(r, l)$-derivation of $X$, so

$$
\begin{aligned}
d_{1}\left(d_{2}(x)^{*} y\right) & =d_{2}(x)^{*} d_{1}(y)^{\wedge} d_{1}\left(d_{2}(x)\right) * y \\
& =d_{2}(x) * d_{1}(y)
\end{aligned}
$$

hence

$$
\begin{equation*}
\left(d_{1} \circ d_{2}\right)(x * y)=d_{2}(x) * d_{1}(y) \text { for all } x, y \in X \tag{3}
\end{equation*}
$$

Also, we have that $d_{2}$ is al $(r, l)$-derivation of $X$, then for all $x, y \in X$ :

$$
\left(d_{1} \circ d_{2}\right)\left(x^{*} y\right)=d_{1}\left(x^{*} d_{2}(y)^{\wedge} d_{2}(x)^{*} y\right)=d_{1}\left(x^{*} d_{2}(y)\right)
$$

But $d_{1}$ is a $(l, r)$-derivation of $X$, so

$$
\begin{aligned}
d_{1}\left(x^{*} d_{2}(y)\right) & =d_{1}(x) * d_{2}(y)^{\wedge} x^{*} d_{1}\left(d_{2}(y)\right) \\
& =d_{1}(x) * d_{2}(y)
\end{aligned}
$$

Thus

$$
\begin{equation*}
\left(d_{1} \circ d_{2}\right)(x * y)=d_{2}(x)^{*} d_{2}(y) \text { for all } x, y \in X \tag{4}
\end{equation*}
$$

From (3) and (4) we get:

$$
d_{2}(x) * d_{1}(y)=d_{1}(x) * d_{2}(y) \text { for all } x, y \in X
$$

By putting $x=y$ we get for all $x \in X$ :

$$
\begin{array}{r}
d_{2}(x) * d_{1}(x)=d_{1}(x) * d_{2}(x) \\
\quad\left(d_{2} * d_{1}\right)(x)=\left(d_{1} * d_{2}\right)(x)
\end{array}
$$

Which implies that $d_{2} * d_{1}=d_{1} * d_{2}$
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#### Abstract

A thermodynamic study of liquid mixtures was under taken, which is based on Grunberg's law of mixture viscosity and change in the activation energy of viscous flow. The excess partial molar volume $V^{E}$ of three different 1 -butylamine+alcohol mixtures, that belongs to excess function with the strongest negative values were studied. The viscosity deviation $\Delta \eta$, excess viscosity $\eta^{\mathrm{E}}$, and the excess Gibb's energy of activation, $\Delta \mathbf{G}^{\star E}$ of the viscous flow were calculated from the density and viscosity data of three binary mixtures via 1 -butylamine+ethanol, 1 -butylamine+1-propanol and 1-butylamine+heptanol at temperatures of 303.15 K and 313.15 K . The viscosity data have been correlated with GrumbergNissan equation*, which is equal to the sum of the products of each mole fraction $x_{1}$ with individual viscosity. A generalized version is presented which allows the description of excess properties, via density, Gibb's energy and viscosity of three binary mixtures with two associated components, provided one of these component shows a weak self association. As a result of this strong intermolecular association, the three systems were found to have a very large excess molar volume. With increase in concentration of alcohol in amines, the excess molar volume is high initially, but decreases gradually before attaining its original value. The magnitude of negative deviation increases with chain length of alcohol.


KEY WORDS: Binary Liquid mixture, Excess molar volume, Thermodynamic, Gibb's Energy of Activation, Density, viscosity and molar interaction.

## 1. INTRODUCTION

The Visco-elastic properties of a mixture of two organic compounds depends on their ratio of components during mixing states. If the two components are completely compatible with each other, the mixed system behaves like a random copolymer with only one glass transition temperature, which is a function of their molecular ratio [2-4]. There may exist a strong interaction between their molecules. It has been suggested that these intermolecular forces are resulting from the polymerization of molecules induced by their atoms. It is well known that alcohol as well as amine molecules have a pronounced tendency to form associated species due to hydrogen bonding effect [1,2]. A consistent molecular model can be formed which accounts for self association of alcohol in pure state and in alcohol-amine mixtures $[14,15]$. Amine or its derivatives butyl amine are
being increasingly used in making many commercial and industrial products made through chemical reaction and processes.

The amines are the derivatives of ammonia $\mathrm{NH}_{3}$, where one, two or all three hydrogen atoms are replaced by univalent hydrocarbon radicals. Depending upon the number of hydrogen atoms in $\mathrm{NH}_{3}$ so replaced, primary, secondary and tertiary amines are obtained. In chemical industry this has stimulated the need for extensive information on thermodynamic and transport properties of such types of mixtures [9-12]. For schematic investigation of thermodynamic properties, acoustical behavior and transport properties, their viscosities, densities and ultrasonic velocity with compressibility at various temperatures have to be considered [5-8]. The chemical behavior of all amines is greatly influenced by whether it is primary, secondary and tertiary. The secondary and tertiary amines are soluble in alcohols but have a very limited water solubility. The excess molar volume is one of the basic thermodynamic quantity of liquid mixtures and enormous amount of data on such long chain compounds have been collected in the literature [8-10]. In the present study, an attempt was made to describe schematically the properties of liquid mixtures, based on current solution theory and the cell model theory and the regular solution theory [9-11]. Although these theories have helped in explaining the excess thermodynamic functions of non polar binary mixtures, so far only quantitative agreement has been obtained for polar binary mixtures [13-15]. An attempt has been made to describe quantitatively the properties of liquid mixtures which are based on current solution theories, the cell model theory. Funke. H. et al [11] presented an extended and real associated solution model for the thermodynamic functions that is Excess Gibbs energy of activation for alcohol +amine mixture which was originally developed for describing the alcohol +hydrocarbon mixing properties.

Both the primary amines and the above three alcohols are proton donor and proton acceptor. It is expected that there will be a significant degree of H -bonding, in $(\mathrm{H}--\mathrm{H})$, leading to self association in pure state, in addition to mutual association between their binary species $A$ and $B$. Besides $A B$ and Ai $B$ mixed associates, the species $A_{i} B_{j}$ also exists .The latter species contains many monomers and can be formed with or without breaking of H bond present in the pure liquid. The purpose of such studies is to throw some light on the formation of mixed species as well as their influence on the excess properties of the mixtures. An additional objective was to study the presence of excess molar volume due to several expansion and contraction processes which proceed simultaneously during reaction, when amine+ alcohol mixtures are formed [16-18]. The work is expected to provide a test of various empirical equations to correlate the Grumberg Nissan equations* [19] for viscosity law with the data of binary mixtures containing both the polar components.

## 2. CALCULATIONS

MIXTURE LAW OF VISCOSITY:
Grumberg and Nissan* in 1949, presented an expression for the viscosity of a solution which consists of more than one components of different mole fraction $N_{1}$ to $N_{2}$ and viscosity $\eta_{1}$ and $\eta_{2}$ of component 1 and 2, similarly for component 3. However both the +ve and -ve deviations from the above equations are found to occur. From a comparison of vapor pressure and viscosity data of the solutions, the following equations* have been deduced [19].

$$
\begin{equation*}
\log \eta_{s^{+}}=N_{1} \log \eta_{1}+N_{2} \log \eta_{2}+N_{3} \log \eta_{3} \tag{1}
\end{equation*}
$$

Where $\eta_{s^{+}}$is the viscosity of the overall solution.
Excess molar volume $V^{E}$ was calculated from the molar mass Mi, given by equation (2) and the densities of pure liquid and its mixture as [6]

$$
\begin{equation*}
V^{E}=\Sigma x_{i} M_{i}\left(1 / \rho-1 / \rho_{i}\right) \mathrm{cm}^{3} / \text { mole } \tag{2}
\end{equation*}
$$

Where $\rho$ is the density of pure liquid and $\rho_{i}$ density of mixture containing ith component. After mixing the relative change in volume $\Delta v$, Reiman has suggested an equation (3) [4].

$$
\begin{equation*}
\Delta v=V^{\mathrm{E}} / \Sigma x_{i} v_{i} \tag{3}
\end{equation*}
$$

$\qquad$
$i=1$
where $x_{i}$ is the mole fraction,$v_{i}$ is the volume of ith component.
The change in viscosity $\Delta \eta$, from a linear dependence on mole fraction were calculated by equation (4)[17,18].

$$
\begin{equation*}
\Delta \eta=\eta-\Sigma x_{i} \eta_{i} \tag{4}
\end{equation*}
$$

The deviations of the viscosity $\Delta \eta$, from the ideal mixture values i.e excess viscosity $\eta^{E}$ were calculated as per absolute rate reaction theory is given by Glasstone and Erying [5,6]

$$
\begin{equation*}
\eta^{\mathrm{E}}=\eta-\exp \left[\Sigma \mathbf{x}_{\mathrm{i}} \log \eta_{\mathrm{i}}\right] \tag{5}
\end{equation*}
$$

$\eta_{I}$ is the viscosity of pure component. On the basis of theory of absolute rate reaction, the excess Gibb's energy of activation, $\Delta \mathbf{G}^{\# E}$ in $\mathrm{J} / \mathrm{mole}$, of viscous flow is calculated from equation (6),

$$
\begin{equation*}
\frac{\Delta \mathbf{G}^{\# \mathrm{E}}}{\mathbf{R T}}=\left[\ln \left(\eta \mathbf{V} / \eta_{2} \mathbf{V}_{2)}-X_{1} \ln \left(\eta_{1} \mathbf{V}_{1} / \eta_{2} \mathbf{V}_{2}\right)\right]\right. \tag{6}
\end{equation*}
$$

$\qquad$

Where V is the molar volume of the mixture, $\eta_{1}, \eta_{2}$, are the viscosity of component 1 and $2, V_{1}$ is the molar volume of pure component $1, V_{2}$ is the molar volume for component 2 and $V^{E}$ and $\Delta G^{* E}$ are the excess molar volume and excess Gibb's energy of activation respectively. The estimated
accuracy of excess molar volume is $0.005 \mathrm{ml} / \mathrm{mole}$ and $\Delta G^{\# E}$ is about 20 J Imole. These equations from 1 to 6 called the correlating equations.

## EXPERIMENTAL

Sample preparation : The samples were prepared by mixing a known mass of pure liquids in an air tight flask (volumetric) so that to have minimum loss from evaporation. The weight is measured by OHAUS Physical balance, which is an electronic type and based on load cell. It is accurate down to $\mathbf{+ 0 . 0 1} \mathrm{mg}$. The possible error in the mole fraction is estimated to be less than $+2.5 \times 10^{-4} \mathrm{gm} / \mathrm{ml}$. The viscosity were reproducible to within $\pm 5 \times 10^{-3}$ millipoise, the densities were reproducible to within $\pm 2 \times 10^{-}$ ${ }^{3} \mathrm{gm} / \mathrm{ml}$

## CHEMICAL REAGENTS AND PURITY OF THE SAMPLES:

All the liquids including 1- butyl amine were of A.R grade obtained from Merck- Schuchardt. German ,used after the process of purification.. Through HPLC process of purification .and boiling point measurements, the Ethanol, 1-Propanol and heptanol were used after drying over molecular sieve of size 4A. The 1- butyl amine was stored over NaOH pellets for several days and than fractionally distilled. The estimated purity was $99.55 \%$ for alcohol and $99.9 \%$ for butyl amines. The measured values of density $\rho$, viscosity $\eta$ are in good agreement with the literature values [18].

## VISCOSITY MEASUREMENTS

Heppler's Falling ball Viscometer has been utilized here for the precise measurement of viscosity of 1-butylamine (pure) and its different mixtures formed with alcohols [ethanol and 1-propanol and heptanol] having viscosity in the range which is greater than 1000 milli poise. The falling ball method is the most convenient for industrial purpose. This method employs a cylinder of liquid through which the rate of falling of steel ball can be observed. The assembly is maintained at constant temperature. In this viscometer the difference between cylinder diameter and the ball diameter is much less. The cylinder is of uniform diameter throughout its $\mathbf{e}$ length and is inclined away from the vertical position, permitting ball to roll down ,with the line of contact in the cylinder. The rolling down time of the steel ball was recorded. This instrument can measure a wide range of viscosity. The following equation (7) is used as formula for measuring viscosity $\eta$,

$$
\begin{equation*}
\eta=K T(d s-d l) d t \tag{7}
\end{equation*}
$$

where $K$ is a constant, called ball constant, $T$ is the absolute temperature ,.ds is the distance covered by falling ball, and dl is the length of the liquid column, dt = change in time.

Equipment for density measurements: Calibrated Ostwald- Spregel type pycnometer made of Pyrex Glass with volume 25 ml and with 0.1 cm dia of
the capiliary tube was used to determine the density of pure solvent and the mixtures. The density $\rho$ of the prepared sample were measured in $\mathrm{gm} / \mathrm{ml}$ at two temperatures 303.15 K and 313.15 K and duplicate density values agreed to within $\pm 1 \times 10^{-4} \mathrm{gm} / \mathrm{ml}$. The samples were kept with thermostatic bath controlled to a temperature of $\pm 0.5 \mathrm{~K}$.

## 3. RESULTS AND DISCUSSIONS

The following results have been achieved from this thermodynamic studies of these mixtures within certain experimental error. Fig: 1 and 4 revealed , the values of ( $\delta \eta / \delta c)$ called the change in viscosity with concentration which is obvious from the curves at two temperatures 303.15 K and 313.15 K , the viscosity decreases with the increase in mole fraction of $x_{1}$ of butylamine in alcohol for all three binary mixtures approaches to 0.9 m poise. The excess molar volume $\mathrm{V}^{\mathrm{E}}$ (Fig 2 \& 5) was large and strongly negative at midrange of concentration, for all three butylamine+ alcohol mixtures at both temperatures and over entire range of compositions. The magnitude of negative deviation in excess molar volume decreases with the increase in chain length of alcohol and with the rise in temperature from 303.15 K to 313.15 K , which is in good agreement with the observation of other workers $[20,21]$.Their values can be expected to reveal some interesting facts concerning the nature of different kinds of hydrogen bonding association constant $K$, which is less than one and is observed in alcohol+amine mixture. In comparison with amine they are smaller than two orders of magnitude than those found for alcohols $100<K>100$. The excess molar volume was calculated from molar mass $M_{1}$ and the density of pure liquid $\rho$ the density of mixtures as given $\rho_{1}$ in equation (2) and their relative change in volume $\Delta \mathbf{v}$, as given by equation (3) is also a relevant quantity. As a result of disruption of self association of alcohol and amine by the addition of inert globular hydrocarbon molecules, the large positive deviation of $v^{\mathrm{E}}$ was observed in the case of $\mathrm{ROH}+\mathrm{C}_{6} \mathrm{H}_{6}$ and the butyl amine $-\mathrm{C}_{6} \mathrm{H}_{6}$ mixtures This suggests positive contribution to the excess molar volume. With the increase in concentration of alcohol in amine, the excess molar volume was decreased first and than increased. The extrapolated values of excess molar volume agree well with those obtained in the earlier studies [11, 12, 13].

The results of the present work indicate not only that the NH group is a weaker proton donor compared to the OH group but also that is a hindrance which play a role in formatting the hydrogen bond in the amine self association, because more groups are involved than in the case of $\mathrm{OH}-\mathrm{O}$ bonding [9].The density and viscosity of all the mixtures decreases at a particular temperature,fig:1\&4 as shown by several other workers too [14,15]. Since our results are at two different temperatures 303.15 K and 313.15 K , it is not possible to make direct comparison of the viscosity data from the literature. The values of excess molar volume $\mathrm{V}^{\mathrm{E}}$ at a temperature 313.15 K for butyl amine +heptanol are within some $\%$ of tolerance, which is in accordance with the results of Reiman Heintz and others $[4,16,19]$. The values of Gibb's Energy of activation $\Delta \mathbf{G}^{* E}$ for equvi
molar mixtures were positive, as shown in Figure\# 3 for all three mixtures and decreases from heptanol to ethanol+1-butylamine mixtures. These declined to a minimum value before increasing consistently and attains a minimum value, then increases regularly. Small negative values of $\Delta G^{* E}$. for butylamine + ethanol were observed when mixture has higher concentration of amine , like 0.9 mole fraction. $\Delta G^{* E}$ decreases with increase in concentration. of alcohol. The present results of excess molar volume can be interpreted qualitatively by taking in to account the fact that several expansion and contraction processes proceed simultaneously when butylamine+ alcohol mixtures are formed. This strong interaction which exceeds the $\mathrm{OH}-\mathrm{O}$ interaction can be interpreted qualitatively by thinking that free electrons pair located at the $N$ atom has a higher polarizability and therefore acts as a more efficient proton acceptor for OH group than OH itself . The quantum mechanical study of H -bonding in $\mathrm{H}_{2} \mathrm{O} / \mathrm{NH}_{3}$ system was confirms by Allen [9] in the favor of the present results.

## EFFECT OF TEMPERATURE ON THE PROPERTIES OF BUTYLAMINE +ALCOHOL MIXTURES.

To account for the temperature effects on excess molar volume, $\mathrm{V}^{\mathrm{E}}$ and viscosity $\eta$ the following points are important. It is known that pure alcohol can form either ring or chain like complexes and while the fraction of ring complexes increases with number of $\mathrm{CH}_{2}$ group in the alcohol. The degree of association of amine also decreases with rising temperature. The two mixtures of 1- propanol and heptanol with butylamine showing negative deviation from the mole fraction of linearity, except very small positive deviations in the low mole fractions region of butylamine+ ethanol system. The magnitude of negative deviations increased with the chain length of alcohol. As temperature rises the magnitude of negative deviation decreases. The negative values of excess molar volume indicates that the second contribution is more important in determining the sign of excess molar volume. As can be seen from the graph \#5, the excess viscosity $\eta^{E}$ was positive and practically it increases with chain length of alcohols, since the viscosity of higher chain alcohol itself has a high value. Our results show that the values of excess molar volume increases with the increase in temperature when amine alcohol mixtures are formed, several expansion and contraction process proceed simultaneously.

With rising temperature the associated ring breakdown to chain which is then followed by a total breakdown of the associated species. The formation of mixed complex is an exothermic process, hence the equilibrium constant decreases with increasing temperature. The associated ring breakdown to chain with increasing temperatures,which is then followed by a total breakdown of the associated species. The degree of association of amine also decreases with the rising temperature. The formation of mixed complex is an exothermic process, hence the equilibrium constant decreases with the increasing temperature. The two mixtures of 1-`propanol and heptanol showed some negative deviation
from the mole fraction of linearity except very small positive deviations in low mole fraction region of 1 - butylamine + ethanol system. The magnitude of negative deviations increases with chain length of alcohol. As the temperature rises the magnitude of negative deviations decreased. The negative values in excess molar volume indicated that the second contribution is more important in determining the sign of excess molar volume [21]. As can be seen from the graph \#4, the excess viscosity $\eta^{E}$ are positive and practically it shifts to higher value with chain length of alcohol at very low concentration, since the viscosity of higher chain alcohol itself has a high value. Our results (Fig 5) show that the values of excess molar volume increased with temperature, when amine +alcohol mixtures are formed, here several expansion and contraction process proceeds simultaneously. The strong interaction which exceeds the $\mathrm{OH}-\mathrm{H}$ interaction can be interpreted qualitatively by thinking that free electron pair located at the $\mathbf{N}$ atom which has a higher polarizability and acts as a more efficient proton acceptor for OH group than OH itself. Quantum mechanical study of H -bonding in $\mathrm{H}_{2} \mathrm{O} / \mathrm{NH}_{3}$ system confirms the results thus obtained. Expansion due to de -polymerization of alcohol and amine molecules is by one another.

## 4. CONCLUSIONS

In conclusion, under the same environmental conditions, the calculated and experimental values of binary mixtures in equilibrium for three 1butylamine+alcohol system at two different temperatures 303.15 K and 313.15K. The data shows that our results describe all excess functions ranging from positive values to strongly negative. The system exhibits very strong cross association through $\mathrm{OH}-\mathrm{NH}_{2}$ group. The values of viscosity of three binary mixture decreases with the increase in mole fraction of butyl amine at 303.15 K . All three mixtures show strong negative deviation of viscosity and excess molar volume from the mole fraction of linearity. The magnitude of negative deviation rises with the chain length of alcohol, it is higher with heptanol than ethyl alcohol. while it decreases with the rise in temperature. The values of Gibb's energy of activation $\Delta G^{* E}$ for equiv. molar mixtures are positive, as the \% of mole fraction of alcohol in amine increases, the viscosity and the density of the binary mixtures decreases at a particular temperature and is valid for all three mixtures. This decrease is slow for long chain alcohol+ butyl amine mixture at two temperatures. The variation in the values of excess molar volume deserve attention. With increase in concentration of alcohol in amines, the excess molar volume is high initially, but decreases gradually before attaining its original value. Contraction in volume is due to free volume difference of unlike molecules is due to hydrogen bond formation between amine and the alcohol through $\mathrm{NH}_{2}-\mathrm{OH}$ and $\mathrm{OH}-\mathrm{NH}_{2}$ bonds This interaction can be considered as a reaction between the alcohol as a lewis acid and the amine as a lewis base.


Fig \# 2, Excess molar volume $\mathrm{V}^{\mathrm{E}}$ of three mixtures of Butylamine +alcohols at 303.15K




Fig; \# 4; Plots of viscosity $\eta$ against concentrations for the three mixtue of alcohols +1 butylamine at 313.15 K



Fig: 6 Excess Gibb's Energy of activation $\Delta G^{\mathbf{E}}$ of viscous flow for three 1-butylamine+alcohol mixtures at a temperature of 313.15 K
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#### Abstract

The gamma irradiation effect on the YBCO and BiSCCO systems of HTSC are presented in this paper. $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ and $\left(\mathrm{Bi}_{1.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ superconducting samples were fabricated locally. The systems were characterized by measuring resistance using four probe method and structural analysis was performed using XRD. Samples were irradiated for different doses of gamma irradiations. An increase in $\mathrm{T}_{\text {co }}$ was observed in initial small doses of irradiations. Further increase in $\mathrm{T}_{\mathrm{co}}$ was observed when sample of YBCO was exposed to gamma radiations in steps of 2.5 Mrad. But a decrease in $\mathrm{T}_{\mathrm{c} 0}$ and $\mathrm{T}_{\mathrm{c} \text { onset }}$ was observed in BiSCCO system. This pointed that gamma rays induced some structural changes in HTSC. The ( $\mathrm{Bi}, \mathrm{Pb}$ )SCCO system showed the effect of gamma irradiation in different manners as compared to that of YBCO.


## 1. INTRODUCTION

The present work is a report on the effect of various doses of gamma irradiation on $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ and $\left(\mathrm{Bi}_{1.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{y}$ superconductors. Quite different and contradictory results about the effect of gamma irradiation on the properties of YBCO and ( $\mathrm{Bi}, \mathrm{Pb}$ )SCCO are found in literature. Bohandy et al [1] reported that gamma radiation up to a dose of 1.3 MR has virtually no effect on the superconducting properties of YBCO. On the other hand Vasek et al [2] observed a noticeable increase in both Tc and normal state resistance of $\mathrm{Y}(\mathrm{Sm}) \mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-8}$ with gamma irradiation. Boiko et al [3] observed a drop of $\mathrm{T}_{\mathrm{C}}$ in $\mathrm{Y}_{0.9} \mathrm{Sm}_{0.1} \mathrm{Ba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ at low gamma radiation dose and then a gradual increase of Tc of the same sample at high dose of gamma irradiation. On the other hand Kato et al found no significant change in Tc and normal state resistance of YBCO under gamma irradiation up to a dose of about 100 MR. Kutsukae et al [5] also concluded that there was virtually no change in Tc and resistivity of YBCO upon gamma irradiation up to 1000 MR.

## 2. EXPERIMENTAL SETUP

Two samples, marked $1 \& 2$, of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ were fabricated using conventional Solid State Reaction method. For $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-8}$ fine powders of Yttrium Oxide $\mathrm{Y}_{2} \mathrm{O}_{3}$, Barium Carbonate $\mathrm{BaCO}_{3}$, and Copper Oxide CuO were mixed in the composition of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-8}$ and ground in a mortar for half an hour. The mixture was calcinated in air at $950^{\circ} \mathrm{C}$ for about 24 hours. For intermediate firing the mixture was again heated in furnace at $950^{\circ} \mathrm{C}$ for about 24 hours. After pellets formation at the pressure of 10 Pa , the samples were heated third time at $950^{\circ} \mathrm{C}$ for 24 hours. During all heat treatments the furnace was programmed to reach at the temperature of $950^{\circ} \mathrm{C}$ in one hour and remained at that temperature for 24 hours followed by cooling down to $500{ }^{\circ} \mathrm{C}$ degrees at the rate of $100{ }^{\circ} \mathrm{C}$ /hour then to room temperature at the rate of $200^{\circ} \mathrm{C} /$ hour.

Two samples, marked $3 \& 4$, with nominal composition of $\left(\mathrm{Bi}_{1.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathbf{S r}_{2}$ $\mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ were also fabricated by solid state reaction technique. The starting materials were fine powders of Bismuth Oxide ( $\mathrm{Bi}_{2} \mathrm{O}_{3}$ ), Lead Oxide ( PbO ), Calcium Carbonate $\left(\mathrm{CaCO}_{3}\right)$, Strontium Carbonate $\left(\mathrm{SrCO}_{3}\right)$ and Copper Oxide $\left(\mathrm{CuO}_{3}\right)$. These powders were mixed and ground for half an hour. The heat treatment of $\left(\mathrm{Bi}_{1.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ is similar to that explained above. The difference is the temperature and time of heating the sample. In this sample the final temperature during the first heat treatment is $750{ }^{\circ} \mathrm{C}$ for 24 hours and during the last heat treatment is $850^{\circ} \mathrm{C}$ for 100 hours. In these samples intermediate firing is not carried out and rate of cooling is not important.

The resistances versus temperature of the samples were measured by Four Probe Method. These measurements were made on both freshly prepared and irradiated samples. X-ray diffraction analysis of the samples was carried out using PANalytical X'pert Pro- X-ray diffractometer using CuKa radiation obtained through Ni Filter at room temperature. The irradiation process was carried out at Pakistan Radiation Service (PARAS) by Co-60 gamma source.

## 3. RESULTS AND DISCSSIONS

For this study two samples each of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7 . \delta}$ and $\left(\mathrm{Bi}_{1.8} \mathrm{~Pb}_{0.2}\right)_{\mathbf{2}} \mathrm{Sr}_{\mathbf{2}}$ $\mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ were fabricated under the same conditions and are, therefore, supposed to be similar in structure. One of the each samples were converted into powder for XRD analysis and their results are shown in Fig.I and Fig.2.


Fig. 1. XRD-Pattern of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ before $\gamma$-irradiation.


Fig. 2. XRD Pattern of ( $\mathbf{B i}, \mathbf{P b}$ )SCCO before $\gamma$ - irradiation
Other samples 2 and 4 were irradiated by $\gamma$-rays for three different doses each of 2.5 MR. In case of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ an increase in Tco values after each dose of irradiation has been observed as shown in Fig.3. In case of (Bi, Pb )SCCO an increase in Tco value after first 2.5MR dose of irradiation and then a decrease in Tco value has been observed as shown in Fig. 4.


Fig. 3. Effect of temperature on resistance of $\mathrm{Yba}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-8}$ for different doses of $\gamma$ irradiation.


Fig. 4. Effect of temperature on resistance of $\left(\mathrm{Bi}_{0.8}, \mathrm{~Pb}_{0.2}\right) 2 \mathrm{SrCaCu} 3 \mathrm{Oy}$ for different doses of $\gamma$ irradiation.

In order to explain the results, it must be realized that both the compositions YBCO and $\mathrm{Bi}(\mathrm{Pb}) \mathrm{SCCO}$ have shown a relatively lower Tco values of 83.3 K and 93.3 K respectively. These lower values indicate that the samples are not homogeneous and their XRD patterns also indicate that they are multiphase. With such micro-structural characteristics, it is expected that the superconducting grains are relatively large volume of grain boundary areas providing a poor conduction between these grains.

It is observed that irradiation has increased the Tco values of such a YBCO sample. The degree of increase in Tco values after each irradiation step of 2.5 MR was, however not of same value. Maximum increase in Tco value 10 $K$ was observed after first dose of irradiation. In the subsequent irradiation the increase in Tco were 2 K and 6 K respectively as shown in Fig. 5. The grain boundaries in YBCO are oxygen deficient and disorder regions [6,7]. Tco of the oxygen deficient regions increases by the change of charge carrier density. The most important effect of $\gamma$-rays in solid is ionization. It is suggested [8] that gamma irradiation can generate electrons holes pair in $\mathrm{CuO}_{2}$ planes. Electrons can be brought far away from their initial place due to the high energy of gamma rays and trap there, while holes remain mobile in $\mathrm{CuO}_{2}$ planes. This should increase the charge carrier density in the plane and therefore enhance the Josephson coupling between the adjacent grains. If this takes place in some of weak links then this will result in increasing of Tco.

For YBCO the Tco value increased to 95.25 K but $\mathrm{T}_{\text {conset }}$ remained at 114 K on exposing the sample with 5MR. At the dose of 7.5 MR the Tco increases to 101.3 K but $\mathrm{T}_{\text {conset }}$ remained at 114 K as shown in Fig. 3. It means that the coupling link improved by the increase of dose of irradiation at the temperature near to the Tco.


The $\left(\mathrm{Bi}_{0.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ also showed the effect of $\gamma$-irradiation but in a different manner as compared to that of YBCO sample as shown in Fig. 6.

The sample showed Tco equal to 103.3 K and $\mathrm{T}_{\text {conset }}$ at 120 K after first dose of irradiation of 2.5 MR . Foot of the curve was disappeared and curve became smooth after 2.5MR of irradiation. It means that coupling become strong between the grains and the crystal showed single phase character. By further irradiating the sample the foot appeared again and a decrease in Tco was observed due to disordering effect of $\gamma$ irradiation. Smoothness of curve shows that this was done only at temperature near the critical temperature. All these results are shown in the Fig. 4 and Fig. 6.


At the irradiation of dose of 7.5 MR the foot of the curve become sharp and the transition from the normal to superconducting state become narrow as shown in Fig. 4. A decrease in Tco and $\mathrm{T}_{\text {conset }}$ was also observed at 7.5 MR.

The increase in Tco in $\left(\mathrm{Bi}_{0.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ may be due to ionization effect of gamma irradiation [8] and Tco reaches to an optimum value of 103.3K. After reaching a value of 103.3 K a decrease in Tco has been observed. This may be explained by the disordering effect of $\gamma$ - rays which deplete charge carriers in the region of grain boundaries thus breaking the current carrying chain between the grain boundaries and weak Josephson coupling link. At the high doses in $\left(\mathrm{Bi}_{0.8} \mathrm{~Pb}_{0.2}\right)_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{3} \mathrm{O}_{\mathrm{y}}$ disordering effect overpower the ionizing effect of $\gamma$-rays.

## 4. CONCLUSION

It may be inferred that understanding of $\gamma$ rays influence is far from completion and therefore further experimental and theoretical investigation of this matter are necessary.
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#### Abstract

The effect of cold-work and heat treatment on the microstructure development and changes occurred in the mechanical properties of Al-Mg-Cr alloy has been studied at large. The samples were homogenized at 573 K for one hour and allowed to cool at room temperature. X-ray fluorescence spectroscopy (XRF) was employed to ensure the exact elemental composition of the alloy. The samples were cold worked under normal static load of 30 KN with time variation to get $1 \%$ to $7 \%$ reduction in thickness. After work hardening the samples were aged for four hours at 373K. Optical microscopy was used to study the microstructure. Vickers hardness test was carried out to study hardness, which was improved as a result of work hardening. The steady state creep rate was found to be decreased as a result of above-mentioned treatment.


## 1. INTRODUCTION

Aluminum- Magnesium- Chromium is a non-heat treatable alloy [1-2] that is generally known for its excellent corrosion resistance. The Al-Mg-Cr alloys have a wide range of strength, good forming and welding characteristics, and high resistance to corrosion as has been shown by Haszler et. al. [3]. The work of Gholinia, et. al. [4] showed the conditions under which micronscale structure can be developed in Al-Mg-Cr alloy. The Niikura, et. al. [5] related with the refinements of recrystallized grain and its effects on mechanical properties in Al-Mg alloys. For the purpose of obtaining aluminum P/M materials strengthened by solid solution of $\mathbf{M g}$ and dispersion of transition metal compounds, Fujii, et. al. [6] worked on rapidly solidified Al- Transition metals with addition of $\mathbf{M g}$ Rapid solidification (RS). Jian et. al. [7] Investigated the influence of chemical composition on the microstructure and mechanical properties of Al Mg alloys. The work of Taleff, et. al. [8] showed that the solute-drag creep was observed in many aluminum alloy containing magnesium concentration from as little as $2 \mathrm{wt} \%$, to the limit of solubility. Kaigorodeva [9] worked on microstructure and mechanical properties evolution during long term aging of Al-Mg alloy by optical and transmission electron microscopy as well as tensile test and corrosion resistance decreased during aging which result from film like grain boundary B' and $\beta$ phase precipitation. The work reported by Savas et. al. [10] covered a comparative investigation of the Aluminum-Magnesium cast alloys containing up to $10 \% \mathrm{Mg}$.

To our knowledge, not a lot of work has been done to find the correlation between microstructure development and the changes occurred in mechanical properties of $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ alloy after cold work. To find the correlation, pre-prepared $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ alloy was subjected to study with reference to the mechanical properties and microstructure development as a result of cold work followed by aging.

The paper has been divided into four major sections followed by many subsections. Section 1 introduces the field and what major work has been done until now in this field. Section 2 describes the sample preparation steps. While the section 3 provides the results of research completed here followed by the comprehensive discussion including elemental analysis, optical microscopy, creep studies, effect of work hardening on steady state creep rate, and the hardness studies. The fourth section concludes the work.

## 2. EXPERIMENTAL SET-UP

As stated above, to find the correlation between microstructure and mechanical properties of $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ alloy, the pre-prepared $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ alloy was subjected to cold work followed by aging. For this purpose seven samples were prepared. The elemental composition was determined using x-ray fluorescence spectrometer (XRF). The samples were homogenized at 573 K in an electric furnace for an hour and allowed to cool at room temperature. These samples were cold worked from $1 \%$ to $7 \%$ reduction in thickness under normal static force of $30 \mathbf{k N}$ in isothermal condition. After cold working, the samples were aged for 4 hours at 373 K . Optical microscopy was used to study the microstructure of properly etched samples. Vickers hardness test and creep test were carried out to investigate the mechanical properties of the samples.

## 3. RESULTS AND DISCUSSION

### 3.1. ELEMENTAL ANALYSIS

The material under study was an Al-Mg-Cr alloy system. After having x-ray fluorescence spectrometry for the elemental analysis the principal composition of the alloy comes out to be as shown in Table. 1

| Element | Al | Mg | Cr | Mn |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbf{W t .} \%$ | 94.65 | 4.8 | 0.1 | 0.2 |

Table 1: Elemental analysis of the principal composition of the $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ Alloy based upon XRF.

### 3.2. OPTICAL MICROSCOPY

The microstructure of the AI-Mg-Cr alloy has been examined by optical microscope. The optical micrograph of the samples of alloy is shown in Fig. 1 - Fig. 7.

Fig. 1 \& Fig 2 are the micrographs of AI-Mg-Cr alloy samples subjected to work hardening form $1 \%$ \& 2\% under normal static force of 30 kN and heat treated at 373 K , respectively. Two types of species can obviously be seen. Firstly the lighter gray equiaxed precipitates with coarse grain boundaries constituting the host matrix. Their average grain size lies in the range 30 $\mu \mathrm{m} \sim 170 \mu \mathrm{~m}$. Secondly black precipitates of smaller size are observed. These precipitates are irregular in shape and size and are randomly distributed over the matrix at grain boundaries and within a grain. Almost no significant change of microstructure is observed in sample with $\mathbf{2 \%}$ work hardening.


Fig. 1\&2: (Average Grain size 30 $\mu \mathrm{m} \sim 170 \mu \mathrm{~m})$, Magnification: 150, Micrograph of Al-Mg-Cr alloy work hardened from 1\% \& 2\% under normal static force of 30 kN and heat treated at 373 K.


Fig. 3\&4: (Average Grain size $22 \mu \mathrm{~m}$ ~ $145 \mu \mathrm{~m}$ ), Magnification: 150 , Micrograph of Al-Mg-Cr alloy work hardened from 3\% \& 4\% under normal static force of 30 kN and heat treated at 373 K .

Fig. 3 \& fig 4 are the micrographs of Al-Mg-Cr alloy samples subjected to work hardening form $3 \% \& 4 \%$ under normal static force of 30 kN and heat treated at 373 K , respectively. Equiaxed grains with average grain size in
the range $\mathbf{2 2 ~ \mu \mathrm { m }} \sim \mathbf{1 4 5} \mu \mathrm{m}$ are observed indicating slight grain refinement as a result of cold work. Black precipitates are seen to be segregated at grain boundaries resulting in decease in population of these precipitates within the grains. Furthermore, minor refinement of the grain boundaries is also observed in sample with $3 \%$ \& $4 \%$ work hardening.

Fig. 5 \& fig . 6 are the micrographs of Al-Mg-Cr alloy samples subjected to work hardening form $5 \%$ \& 6\% under normal static force of 30 kN and heat treated at 373 k , respectively. Equiaxed grains with average grain size in the range $20 \mu \mathrm{~m} \sim 140 \mu \mathrm{~m}$ are observed. Significant grain refinement as a result of cold work is observed in these samples. Black precipitates segregation and growth at grain boundaries resulting in decease in population of these precipitates within the grains is observed in these micrographs. It is also observed that the black precipitates have attained small circular palette shapes and have become significant within the grains. It is obviously observed that the microstructure of the Al-Mg-Cr alloy has been refined and there is significant grain boundaries refinement in sample with $5 \%$ \& $6 \%$ work hardening.

Fig. 7 is the micrograph of AI-Mg-Cr alloy sample subjected to work hardening form $7 \%$ under normal static force of 30 kN and heat treated at $373 \mathbf{k}$, respectively. Equiaxed grains with average grain size in the range $\mathbf{2 0}$ $\mu \mathrm{m} \sim 135 \mu \mathrm{~m}$ are observed. No significant micros rural changes are observed in this sample. It indicates that the grain size has attained a saturation state i.e. grain size has turned almost insensitive to work hardening. Negligible refinement in the grain boundaries is observed in this sample.


Fig. 7: (Average Grain size $20 \mu \mathrm{~m} \sim$ $135 \mu \mathrm{~m})$, Magnification: 150 , Micrograph of Al-Mg-Cr alloy work hardened from 7 under normal static force of 30 kN and heat treated at 373 K.

Fig. 5\&6: (Average Grain size 20 $\mu \mathrm{m} \sim 140 \mu \mathrm{~m})$, Magnification: 150 , Micrograph of Al-Mg-Cr alloy work hardened from 5\% \& 6\% under normal static force of 30 kN and heat treated at 373 K .

### 3.3. CREEP STUDIES

The creep test on the AI-Mg-Cr alloy has been performed at constant stress of 100 MPa and temperature of 493 K for 12 hours. The Fig.8, shows the combined plot of creep curves of all the seven AI-Mg-Cr alloy subjected to work hardening from $1 \%$ to $7 \%$ under normal static force of 30 kN and heat treated at 373 K .

All the samples have similar creep behavior except the sample with 4\% work hardening. The only and the most important difference in the creep behavior of all Al-Mg-Cr alloys is that of creep deformation rate. The creep studies, carried out for 12 hours at $493 \mathrm{~K} \pm 1 \%$ and 100 MPa revealed that the steady state creep rate (SSCR) of all the samples lie in the range $\mathbf{0 . 0 0 8 0}$ $\mu \mathrm{m} / \mathrm{sec} . \sim 0.0155 \mu \mathrm{~m} / \mathrm{sec}$.


Fig. 8: Combined Creep Plots of Al-Mg-Cr alloy at $493 \mathrm{~K}, 100 \mathrm{Mpa}$, Cold Worked 1 -7\%.

|  |  |  |
| :---: | :---: | :---: |
| S. NO. | COLD WORK (\%) | SSCR $(\mu \mathrm{m} / \mathrm{Sec})$ |
| 1 | 1 | 0.0155 |
| 2 | 2 | 0.0146 |
| 3 | 3 | 0.0128 |
| 4 | 4 | 0.0131 |
| 5 | 5 | 0.0093 |
| 6 | 6 | 0.0083 |
| 7 | 7 | 0.0080 |

Table 2: Effect of \% Cold Work on Steady State Creep Rate

### 3.4. EFFECT OF WORK HARDENING ON STEADY STATE CREEP RATE

The steady state creep rates (SSCR) of all the samples were worked out. The plot of steady state creep rate versus the aging time is shown in Fig. 9. The SSCR decreases, in general with increasing work hardening, shows a little increase for sample with $4 \%$ work hardening, and then decreases at a very small rate. The steady state creep rate lies in the range $0.0080 \mu \mathrm{~m} / \mathrm{sec}$ $\sim 0.0155 \mu \mathrm{~m} / \mathrm{sec}$. It is observed that minimum steady state creep rate comes out for samples with $6 \%$ \& $7 \%$ work hardening and afterward it
seems to be less sensitive to work hardening. However the overall creep deformation of the sample with $7 \%$ cold wok comes out to be minimum.


Fig. 9. SSCR Vs. \% Cold work.


Fig. 10. Vickers Hardness Vs. \% Cold work.

### 3.5. HARDNESS STUDIES

The Vickers hardness plot is shown in Fig. 10. (the effect of work hardening of AI-Mg-Cr alloy subjected to work hardening form $1 \% \sim 7 \%$ under normal static force of 30 kN and heat treated at 373 K , lying in the range $70 \sim 84$ VHN.

The Vickers hardness in the initial part of hardness plot rises with work hardening with a higher rate and achieves steady state after $4 \%$ work hardening of the samples. The maximum Vickers hardness comes out for samples with $6 \%$ \& $7 \%$ cold work.

## 4. CONCLUSION

It is concluded that the work hardening carried out on $\mathrm{Al}-\mathrm{Mg}-\mathrm{Cr}$ alloy affect the microstructure and mechanical properties. It is observed that the microstructure and mechanical properties are more sensitive towards work hardening for initial stages of cold work. Afterwards these effects become less sensitive towards work hardening.
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#### Abstract

A comparison of the optical losses and the quantum efficiencies of different types of optical fiber materials are discussed in this paper. Silicates, Heavy Metal Fluoride Glasses and now the Polymers are being used as the potential optical fiber materials. It has been revealed that a fiber with low transmission loss, high bandwidth, large core and low cost can be designed and fabricated using Polymethyl Methaerylate (PM). A minimum loss of $0.04 \mathrm{~dB} / \mathrm{m}$ at $2.4 \mu \mathrm{~m}$ coupled with extended transparency beyond $5 \mu \mathrm{~m}$ and excellent chemical stability makes these fibers potential candidate for infrared sensing, remote spectroscopy, laser power delivery and active fiber research.


## 1. INTRODUCTION

Silicates and Heavy Metal Fluoride (HMF) Glasses have been effectively being used as optical fiber materials since last decade and their significance cannot be ruled out. HMF fibers had been effectively being used in waveguides particularly in short range systems requiring sensing, active fibers and laser power transmission. These fibers had been acceptably stable with respect to devitrification but exhibited poor chemical durability and marginal mechanical strength. The capacity of optical fiber communications has expanded gigabits per second into terabits per second, enough the meet the current traffic demand due to the explosive growth of data transfer and internet services. In the area of fiber to the home or fiber to the premises application, passive optical networks especially ethernet passive optical networks and gigabit ethernet passive optical network are generally preferred for home connections. Usually the transmission bandwidth and transmission distance required for the networks are $100 \mathrm{MHz}-10 \mathrm{GHz}$ and $100 \mathrm{~m}-10 \mathrm{~km}$ respectively. Therefore, the fibers with lower loss, higher bandwidth and cheaper cost are in demand. Researchers have been trying to find materials and methods to meet those requirements and polymer optical fiber is one of the major approaches being explored. At present the most common polymer optical fiber material is Polymethyl Methaerylate (PM) that meet the current traffic demand, due to its intrinsic absorption loss mainly contributed by carbon-hydrogen stretching vibration in PM core [1-6].

## 2. <br> EXPERIMENTAL RESULTS AND DISCUSSION

HMF glass fiber synthesis included fluorination and melting in platinum crucibles $\left(1200^{\circ} \mathrm{C}\right.$ for core and $1100^{\circ} \mathrm{C}$ for cladding) under dry nitrogen glove box conditions. The HMF glass matrix contained the $\mathrm{AlF}_{3}, \mathrm{BaF}_{2}, \mathrm{CaF}_{2}$, $\mathrm{YF}_{3}, \mathrm{SrF}_{2}, \mathrm{MgF}_{2}, \mathrm{NaF}, \mathrm{ZrF}_{4}$ and $\mathrm{PbF}_{2}$ with different concentrations of core and cladding. Following fabrication of a high optical quality cladding glass tube by rotational casting, the core glass was immediately poured into the cladding tube and cooled slowly. The preform size was 160 mm length x 15 mm diameter. The preform surface was mechanically polished and then chemically etched with a 0.5 N solution of $\mathrm{AlF}_{3}$ and HCl for about an hour at room temperature. Prier to drawing, the preform was also kept at $200^{\circ} \mathrm{C}$ for 2 hours while exposed to $\mathrm{NF}_{3}$ to remove any residual water from the surface. Fiber drawing was accomplished using a resistance furnace with a localized heat zone of $\mathbf{2 0} \mathbf{~ m m}$ in a tower enclosed by a unique three stage vertical glove box in which the moisture level was maintained below 1ppm. Typical drying speeds were in the range of $0.7 \mathrm{~m} /$ minute with 150 meters of fibers readily produced. Fiber dimensions were $120 \mu \mathrm{~m}$ for the core diameter with a $65 \mu \mathrm{~m}$ cladding thickness over-coated by a acrylate polymer. Perkin Elmer FTIR was used to measure the optical loss of the fiber by the cut - back technique. Figure 1 shows the comparison of the transmission losses of the Polymethyl Methaerylate (PM) fiber and the HMF based glass fiber. The minimum loss is $0.04 \mathrm{~dB} / \mathrm{m}$ at $2.4 \mu \mathrm{~m}$ for PM fiber. This represents a significant advance in transmission losses. A major advantage of the PM fiber relative to heavy metal florides is the minimum transmission loss and excellent chemical durability. They have been survived in the laboratory for extended periods in boiling water in contrast to a few seconds for fluoride based fiber. They have also been used successfully for evanescent sensing in aqueous environment degradation [7].


Figure 1: Transmission loss spectra of PM fiber and HMF fiber

## 3. 2-D FINITE DIFFERENCE TIME DOMAIN METHOD AND PLANEWAVE EXPANSION METHOD

Optical properties of hollow-core fibers with cobweb cladding structure are analyzed by the compact 2-D finite difference time-domain method and the plane wave expansion method. A hollow-core Bragg fiber with and without supporting structure is analyzed with parameters as follows: $\mathbf{n}_{1}=1$ (air), $\mathrm{n}_{2}$ $=1.51$ (refractive index of PM), $d_{1}=0.75 \mu \mathrm{~m}, d_{2}=0.23 \mu \mathrm{~m}, A=d_{1}+d_{2}=1.08$ $\mu \mathrm{m}, \mathrm{r}_{\mathrm{co}}$ (Radius of the hollow core) $=9 \mu \mathrm{~m}, \mathrm{~N}$ (number of alternating layers) $=5$ and operating wavelength $\lambda=0.85 \mu \mathrm{~m}$ (one of lower absorption loss windows for PM). The mechanical properties of hollow - core fibers with cobweb cladding structure are analyzed by the finite - element method. Structural parameters of the hollow-core fibers with cobweb cladding structures are $d_{1}=1.5 \mu \mathrm{~m}, \mathrm{~d}_{2}=0.35 \mu \mathrm{~m}, \mathrm{r}_{\mathrm{co}}=18 \mu \mathrm{~m}, \mathrm{~N}=6$, number of supporting strips $(\mathrm{m})=9$ and width of supporting strips $\left(\mathrm{W}_{\mathrm{s}}\right)=0.25 \boldsymbol{\mu}$. The material is PM, whose elastic modules, Poison ratio and yield limit are $3.5 \mathrm{GPa}, 0.43$ and 65 MPa , respectively. Taken the length of the fiber, $\mathrm{I}=\mathbf{2 8 0 0}$ $\mu \mathrm{m}$, the displacement load on the fiber is imposed at different radii of curvature. The relationship of maximum principal stress on the cross section with the radius of curvature after load is illustrated in Figure 2, for which the simulation is realized using ANSYS software [8-10]. When the outer diameter $D_{o}$ is $500 \mu \mathrm{~m}$, maximum principal stress will reach the yield limit. Flexural rigidity on the cross- section increases as the width of the supporting strips decreases.


Figure 2: Relation curve of maximum principal stress with radius of curvature ( $\rho$ )..

To reduce the effect of supporting structure on transverse electric field, the number and width of supporting strips should be as small as possible, as long as the structures meet the requirements of mechanical stability.

The simulated results for structures have also proved these points. Figure 3 shows the leakage losses of the fibers with $\eta=\left(d_{2} / d_{1}\right)=0.24, d_{2}=0.35 \mu \mathrm{~m}$ and $\mathrm{n}_{2}=1.51$ under different core radii at $\lambda=0.75 \mu \mathrm{~m}$. As shown in figure 3 to achieve a lower leakage level, the number of alternating layes requires only 3-4. At $\mathrm{r}_{\mathrm{co}}=10 \mu \mathrm{~m}$ and $\mathrm{N}=3$ and 4, the leakage loss is $2.4 \times 10^{5}$ and $5.4 \times 10^{6}$ times larger than that of HMF mode respectively [11]. Therefore, depending on the model-filtering effect may realize the transmission of PM single mode or a few modes, thus achieving the transmission of higher bandwidth ( GHz ). The hollow-core fibers with larger core diameter are favorable for reducing both the leakage loss and connection loss between two fibers.


Figure 3: Relation curve of maximum principal stress with outer diameter ( $\mathrm{D}_{\mathrm{o}}$ ).

## 4. CONCLUSIONS

A 50 fold reduction in the optical loss of PM fiber with the use of high purity material and by optimizing the melting, casting and drawing conditions have been achieved. A minimum loss of $0.04 \mathrm{~dB} / \mathrm{m}$ at $2.4 \mu \mathrm{~m}$ with expended transparency beyond $5 \mu \mathrm{~m}$ and exceptional durability makes these fibers excellent candidate for infrared sensing, remote spectroscopy, laser power delivery and active fiber application. The results show that after deducting the factors (material purity, imperfection and non uniformity of fiber structure and effect of supporting structure), a very board range of the wavelengths may be adopted for signal wavelength. Thus using a low-cost material (PM), it allows the fibers to meet the needs of the transmission distance and bandwidth to comprehend the wavelength division multiplexing.
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#### Abstract

An intensive research work is carried out to determine the effect of humidity and contamination on cable termination and it's aging. In this paper, the effect of atmospheric conditions on cable termination has been investigated by measurement of discharge inception voltage, discharge magnitude, dielectric loss and capacitance of each phase of cable. The three possible conditions i.e normal, wet and contaminated have been simulated in the laboratory. The deterioration is determined under simultaneous stress from applied voltage and contamination by measuring various parameters. It can be stated with some confidence that above mentioned factor under these conditions will help to know about the conditions of termination and aging of the cable. The cable was three phase Aluminum core XLPE cable and connected to switchgear through an epoxy resin bushing. Termination was made by heat shrinkable method.


## 1. INTRODUCTION

Cable termination to power system equipment is an essential part. For cable termination to work properly, it should be void free to avoid partial discharges. However it is also weakest point of the system, because it is exposed to atmospheric condition. The power cable insulation assume to be reasonable well and void free so that there will be no partial discharge. In the process of cable termination, there always the possibility that voids are created practically at the edge of the insulation shields. These voids cause partial discharge and deterioration due to electrical discharges within voids which may lead to failure of the insulation.

It is considered knowledge of partial discharges (PD) measurements constitute one of the most promising tool for the evaluation of localized defects and damages [1]. In the field of power cables, several condition assessment system based on PD measurement are available, each characterized by specific supply voltage wave shape, data acquisition and celebration philosophy.

The performances of several advanced cable diagnostic system have recently compared in the frame of an extensive investigation carried out in CESI laboratories and in representative field conditions, the relevance findings are reported. In all the system considered, great attention is focus
on defect location while little information is available about the origin of the defect and their consequent harmfulness [2].
A less precise but more intensive way to look at the phenomenon is to consider the transient change in capacitance between conductor and ground shield of the cable when the cavity goes from non conducting to conducting [3]. Obviously, the capacitance increases when cavity is conducting, which means that a current must flow down the cable to charge the additional capacitance and maintain constant voltage on the cable. This current flows through the impedance of the cable and generates voltage pulse which propagates down the cable [4, 5].

Dielectrics loss, discharge inception voltage and change in the capacitance are the factors which show the conditions and aging of the cables [6, 7]. These factors can easily be determined and analyzed with in manageable time. This paper summarized the data, observations and their analysis regarding these factors.

## 2. EXPERIMENTAL METHOD AND EQUIPMENTS

### 2.1. PROCEDURE

The experiment was carried out in three different environmental conditions i.e. normal, wet and contaminated. In normal condition the readings were recorded according to ambient temperature and humidity in the laboratory while for the wet and contaminated conditions, a chamber was build with PVC tubes, covered with plastic sheets. Water was spread by the help of two pumps (figure 1).

Water sprayed for six days and conductivity of water was $90 \mu \mathrm{~s} / \mathrm{cm}$ and $600 \mu \mathrm{~s} / \mathrm{cm}$ for wet and contaminated conditions respectively.

### 2.2. TEST OBJECT

Test object was 11 kV three phase aluminum XLPE cable about 3 meters long and terminated to switchgear. The termination of the cable was made by using a heat shrinkable termination system. In termination process, care must be taken to avoid voids formation and also kept leakage current minimum. Phase to phase and phase to earth clearance should be such that there will be no flash over.

### 2.3 SALT-FOG CHAMBER

The schematic diagram of chamber is shown

Figure 1:


It was $160 * 175 \times 242 \mathrm{~cm}^{3}$, contracted by plastic tube and covered by plastic sheets. Rainy condition was simulated by the help of pumps followed by compressed air. Three nozzles were provided at the corner of chamber and water recycled.

### 2.4 DISCHARGE MEASUREMENTS

To measure the discharges, ERA discharge detector had been used. It is basically a wide band amplifier with gain of $10^{-7}$ and band width of 10 KHZ and thus provides resolution of $30 \mu \mathrm{ses}$.

### 2.5 DIELECTRIC LOSS MEASUREMENT

Dielectric loss and capacitances measurement were recorded by using Ratio Arm Bridge. It consists of a differential transformer with three winding $\mathbf{W}_{1}, \mathbf{W}_{2}$ and $\mathbf{W}_{3}$. The test object and standard capacitor is connected in parallel and in series with two winding $W_{1}$ and $W 3$ as shown in figure 2.


Figure 2: Dielectric loss and capacitance measurement circuit
Test object and standard capacitor is connected in parallel and in series with two winding $W_{1}$ and $W_{3}$. The connection point of $W_{1}$ and $W_{2}$ is grounded. The test voltage is applied to test object, standard capacitor and current $i_{1}$ and $i_{2}$ flows in the winding $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$. The total induces flux will be zero when $W_{1} i_{1}=W_{2} i_{2}$. If this condition not met then voltage will induced in and hence there is deflection and balance is obtained by variable taping winding $\mathbf{W}_{2}$. In balanced condition, capacitance of the specimen $C_{x}$ and Tan $\delta$ can be calculated as
$\mathrm{C}_{\mathrm{x}}=\mathrm{C}_{\mathrm{n}} \mathrm{W}_{2} / \mathrm{W}_{1}$
Tan $\delta=R^{\prime} \omega C^{\prime}$ Where $R^{\prime}$ is resistance for Tan $\delta$ balance and $C^{\prime}$ is capacitance decade for Tan $\delta$ balance composed of standard capacitance, stray capacitance, and cable capacitance.

### 2.6 Results and discussion

As mentioned earlier, measurement of partial discharges, Dielectric loss measurement, capacitance and discharge inception were recorded under dry, wet and contaminated conditions for every phase.

The measurements of above-mentioned parameters for each phase are slightly different but follow same pattern hence result of only one phases is presented for discussion. Dielectric loss shows increasing trend from dry to contaminated condition as shown Figure 3.


Fig. 3: Dielectric loss as function of voltage
Discharges starts earlier i.e. discharge inception voltage found less in contaminated condition compared with wet condition as shown in figure 4.


Fig. 4: Discharge inception voltage as a function of time

No appreciable change has been observed in capacitance in wet and contaminated conditions as shown in figure 5.


Fig. 5: Capacitance as a function of voltage

Dielectric loss/voltage under contaminated condition shows that characteristics have increased and changed from normal to rising characteristics. The curve which rises steady with voltage indicates the effect of contamination and deterioration of insulation. It is also observed that the knee point of the curve is very low. This gives an indication that discharge inception voltage is low.

When the termination is dry, a very small leakage current which is almost whole capacitive flows and voltage distribution is simply determine by the electrostatic field pattern. If however the surface become wet the pollution layer become conductive because of presence of ionic salt and surface leakage current flows in phase with applied voltage. This leakage current is generally many orders of magnitude greater than dry current, and so the electric filed is distorted to an extent which surface conductivity varies over entire insulator surface. The magnitude and distribution of pollution which may be deposited upon the termination can not be determined accurately because there are so many variable factor involved. However, some general conclusion can be drawn from the study of some processes considered in isolation. The conductivity of termination varies with time, and the dielectric loss increases as the contamination condition prolonged. The magnitude and distribution of fog depend upon

- Gravitation force
- Pressure
- Electrical forces

It is clear that the deposition of pollution increases with time and hence increases conductivity. Another possibility, which requires further investigation, is the effect of heating. Voltage is applied continuously so heating and evaporation is continuous. The formation of dry band and wet band follows over whole the termination. This gives a complicated variation of leakage current. This is one reason why the dielectric loss/voltage characteristics are not uniform.

The wet and contaminated condition is carried out over a relatively short time. Since the conductivity of salt is higher i.e. $\mathbf{6 0 0 0} \mu \mathrm{s} / \mathrm{cm}$ and it has great effect on the dielectric loss and discharge inception voltage. It seems early aging of cable termination occurs.

After completing the experiment, the cable termination including the bushing was observed to check the effect of these tests on the surface insulation. No visible tracking was found nor carbon path or pitting in the bushing surface. So it can be predicated the deterioration occurred inside cable termination.

CONCLUSION
It has been derived from experiment that discharge inception voltage decreases, as we move from dry to wet and contaminated condition. Similarly dielectric loss and capacitance also increases. These results clearly describe the condition of the cable termination and it's aging. It can be concluded with confidence that deterioration and early aging occurred inside cable termination.
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